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Lecture 16:

Recurrent Neural Networks
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Recurrent Networks offer a lot of flexibility:

Vanilla Neural Networks
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Recurrent Networks offer a lot of flexibility:

e.g. Image Captioning

image -> sequence of words
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Recurrent Networks offer a lot of flexibility:

e.g. Sentiment Classification

sequence of words -> sentiment
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Recurrent Networks offer a lot of flexibility:

e.g. Machine Translation

seq of words -> seq of words
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Recurrent Networks offer a lot of flexibility:

e.g. Video classification on frame level
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Recurrent Neural Network

x

RNN
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Recurrent Neural Network

x

RNN

y
usually want to 

predict a vector at 

some time steps
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Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 

applying a recurrence formula at every time step:

new state old state input vector at 

some time step
some function

with parameters W
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Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 

applying a recurrence formula at every time step:

Notice: the same function and the same set 

of parameters are used at every time step.
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(Vanilla) Recurrent Neural Network

x

RNN

y

The state consists of a single “hidden” vector h:
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Character-level

language model

example

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”

x

RNN

y
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Character-level

language model

example

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”
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Character-level

language model

example

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”
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Character-level

language model

example

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”
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min-char-rnn.py gist: 112 lines of Python

(https://gist.github.com/karpathy/d4dee

566867f8291f086)

https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086


min-char-rnn.py gist

Softmax classifier

https://gist.github.com/karpathy/d4dee566867f8291f086


Derivative of Softmax and 

Categorical Cross-Entropy Loss

https://towardsdatascience.com/derivative-of-the-softmax-function-and-the-categorical-cross-entropy-loss-ffceefc081d1
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https://towardsdatascience.com/derivative-of-the-softmax-function-and-the-categorical-cross-entropy-loss-ffceefc081d1
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Explain Images with Multimodal Recurrent Neural Networks, Mao et al.

Deep Visual-Semantic Alignments for Generating Image Descriptions, Karpathy and Fei-Fei

Show and Tell: A Neural Image Caption Generator, Vinyals et al.

Long-term Recurrent Convolutional Networks for Visual Recognition and Description, Donahue et al.

Learning a Recurrent Visual Representation for Image Caption Generation, Chen and Zitnick

Image Captioning
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Convolutional Neural Network

Recurrent Neural Network
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Image Sentence Datasets

Microsoft COCO
[Tsung-Yi Lin et al. 2014]

mscoco.org

currently:

~120K images

~5 sentences each

http://mscoco.org
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time

depth

RNN:



Lecture 14 - 5 Nov 2019Erik Learned-Miller and TAs
Adapted from slides of Fei-Fei Li & Andrej Karpathy & Justin Johnson

35

Recurrent Neural Networks have loops

Figure credit: Understanding LSTM Networks on colah’s blog

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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An unrolled recurrent neural network

Figure credit: Understanding LSTM Networks on colah’s blog

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Problem of Long-Term Dependencies
“the clouds are in the sky”

Figure credit: Understanding LSTM Networks on colah’s blog

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Problem of Long-Term Dependencies

“I grew up in France… I speak fluent French.”

Figure credit: Understanding LSTM Networks on colah’s blog

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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time

depth

RNN:

LSTM:



Lecture 14 - 5 Nov 2019Erik Learned-Miller and TAs
Adapted from slides of Fei-Fei Li & Andrej Karpathy & Justin Johnson

END

40


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18: Derivative of Softmax and Categorical Cross-Entropy Loss
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35: Recurrent Neural Networks have loops
	Slide 36: An unrolled recurrent neural network
	Slide 37: Problem of Long-Term Dependencies
	Slide 38: Problem of Long-Term Dependencies
	Slide 39
	Slide 40: END

