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Last Time: Recurrent Neural Networks

one to one one to many many to one many to many many to many
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Last Time: Variable length computation graph with
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Seguence to Seguence with RNNs

Input: Sequence X, ... X;
Output: Sequencey,, ..., ¥

Encoder: h, = f,(x, h,_,)

I R I

X4 Xo X3 X4

we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X;
Output: Sequencey,, ..., ¥

From final hidden state predict:

Encoder: h, = f,,(x,, h,_,) Initial decoder state s,
Context vector c (often c=h;)

h1 _> h2 _’ h3 _b h4 b So
X4 Xz X3 Xy e |
we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X, Decoder: s; = gy,(Yi.1, St.1, €)
Output: Sequencey,, ..., ¥

estamos

From final hidden state predict:

Encoder: ht = fW(Xt’ ht-1) Initial decoder state s
Context vector c (often c=h;) T

Y1

h1 _> hg _’ h3 _> h4 b Sp > $4
X X2 X3 X4 —> Yo
we are eating bread [START]

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X, Decoder: s; = gy,(Y;.1: St )
Output: Sequencey,, ..., ¥

estamos comiendo
From final hidden state predict:
Encoder: h. = f h. ) Initial decoder state s, . "
coder: h, = f,(x;, hy4) _
Context vector c (often c=h;) T T
hy =9 h, =9 h; —P| h, » s » s, —P 5,
X4 X X3 Xy —> Yo Y1
we are eating bread [START] estamos

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X, Decoder: s; = gy,(Y;.1: St )
Output: Sequencey,, ..., ¥

estamos comiendo pan [STOP]
From final hidden state predict:
g Y1 Y2 Y3 Y4
Encoder: h, = f,(x, h,_,) Initial decoder state s
Context vector c (often c=h;) T T T T
h1 _> h2 _’ h3 _> h4 b Sp > S, _’ S, _’ S3 _’ Sy
X4 Xy X3 X4 —| Yo Y1 ) Y3
we are eating bread [START] estamos comiendo pan

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X, Decoder: s; = gy,(Y;.1: St )
Output: Sequencey,, ..., ¥

estamos comiendo pan [STOP]
From final hidden state predict:
agn Y1 Y2 Y3 Ya
Encoder: h, = f,(x, h,_,) Initial decoder state s
Context vector c (often c=h;) T T T T
hy =9 h, —9»| h; —P»| h, P s, » s =P 5, —P 5, P s,
X4 X2 X3 X4 — c Yo Y1 Y2 Y3
Problem: Input sequence
we are eating bread bottlenecked through [START] estamos comiendo pan

fixed-sized vector. What if
Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seguence with RNNs

Input: Sequence X, ... X, Decoder: s; = gy,(Y;.1: St )
Output: Sequencey,, ..., ¥

estamos comiendo pan [STOP]

From final hidden state predict:

g Y1 Y2 Y3 Y4
Encoder: h, = f,(x, h,_,) Initial decoder state s
Context vector c (often c=h;) T T T T
hy =9 h, —9»| h; —P»| h, P s, » s =P 5, —P 5, P s,
X4 X X3 Xy » & Yo Y1 Y2 Y3
Problem: Input sequence
we are eating bread bottlenecked through fixed-  [START] estamos comiendo pan
o sized vector. What if Idea: use new context vector at
Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014 each step of decoder!
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Seguence to Seqguence with RNNs and Attention

Input: Sequence X, ... X;
Output: Sequencey,, ..., ¥

From final hidden state:

Encoder: ht = fW(Xt’ ht-1) Initial decoder state s,

h1 _> h2 _’ h3 _b h4 b Sp
X1 X2 X3 X4
we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seqguence with RNNs and Attention

Compute (scalar) alignment scores
e = fau(Se.1, ) (f,i is an MLP)

From final hidden state:

e ey €1 C14 Initial decoder state s,
fe 4 M4 .

hy | h, = h; — h, > s

X1 X2 X3 X4

we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Seguence to Seqguence with RNNs and Attention

Compute (scalar) alignment scores

ay, a, a a, e = fau(Se1, h) (far is an MLP)

—A A A A_ Normalize alignment scores
softmax . _ 0 qet attenti iaht
From final hidden 0 get atiention weights
€11 €12 €13 €14 state: Initial decoder 0< at,i <1 Ziat,i =1
A M A A4 states,
h) = h, —P» h, —P»| h, > s
we are eating bread

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Seqguence with RNNs and Attention

Compute (scalar) alignment scores
k k k k e = fau(Ser, D) (fa is an MLP)
\ A /' A i estamos Normalize alignment scores
|_A soffmax A_| to get attention weights
A A A A From final hidden state: i O<a;<1 Ya,;=1
e Gz ®13 C1a Initial decoder state s
f* \ A Ab \ A T Compute context vector as

linear combination of hidden

h, —l hI2 —l hI3 —L h, > slo ! s, states
T T T T T T Ci = 2@y h;

X4 X2 X3 Xy —P Yo

we are eating bread
[START]

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Seqguence with RNNs and Attention

Compute (scalar) alignment scores
k k k k e = fau(Ser, D) (fa is an MLP)
\ A /' A i estamos Normalize alignment scores
|_A soffmax A_| to get attention weights
A A A A From final hidden state: i O<a;<1 Ya,;=1
e Gz ®13 C1a Initial decoder state s
f* \ A Ab \ A T Compute context vector as

linear combination of hidden

1 1 1 '
h, —L h, —l hy —L hs » s, + s states

T T T T Intuition: Context vector T T C = 2.8y _
attends to the relevant Use context vector in
% % Xs x| partof the input sequence Lo| ¢, || y, decoder: s; = gy(Y.1, St.1, C)
‘estamos” = “‘we are” so
we are eating bread Maybe a,,=a,,=0.45,
a,;=a,,=0.05 [START]
Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015

Subhransu Maji, Chuang Gan and TAs Lecture 17 45 21 Nov 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



Seguence to Seqguence with RNNs and Attention

ay a a3 Ay

Compute (scalar) alignment scores
;i = fau(Seqs N) (f, is an MLP)
estamos  Normalize alignment scores
to get attention weights

O<a <1 2a;=1

Compute context vector as
linear combination of hidden

Y1

y
+

states

$4

|_A AsoflmaxA A_|

A A A A From final hidden state:

G Cro €13 €14 Initial decoder state s |

plpl ol m .

o L LN L o

T T T T Intuition: Context vector
attends to the relevant

% % %o «, | partof the input sequence
‘estamos” = “‘we are” so

we are eating bread Maybe a,;=a;,=0.45,

a,;=a,,=0.05

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015

Subhransu Maji, Chuang Gan and TAs

C, = 2ah;
Use context vector in
decoder: s; = gy(Yy.1, Si.1, C)

This is all differentiable! No
supervision on attention
weights — backprop through
everything

Cq Yo

[START]

Lecture 17 46
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Sequence to Seguence with RNNs and Attention

Repeat: Use s, to compute

R\ R % k new context vector c,

a\a

Ay a22 23 o4 ostamos
A A A
softmax
Y1
€2 ' ‘
f — :
_> _’ h3 _b h4 b Sp S,
T T Pt lTT !
X4 Xp X3 X4 Cq Yo Cy
we are eating bread

[START]

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Seguence with RNNs and Attention

Repeat: Use s, to compute
k new context vector c,

a Ay .
estamos comiendo

Use c, to compute s,, Y,

_> _’ h3 _> h4 b Sp S, _b S,
T T 1 lTT o1
X4 Xo X3 X4 C4 Yo G2 Y1
we are eating bread
[START] estamos

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Seguence with RNNs and Attention

Repeat: Use s, to compute

R\ k % k new context vector c,

\
21 822 = 2 estamos  comiendo
A A A
softmax
Y1 Y2
24 ' ‘
f f —— :
Use c, to compute s,, Y,
_> _’ h3 _> h4 b Sp S, _b S,
T T T T Intuition: Context vector lT T T T
attends to the relevant part \J
. %" % y ?f the. mputﬂsef‘quer\ceﬂ a [lwllelly
comiendo” = eatlng SO
we are eating bread maybe 321=824=O'05’
a,,=0.1, a,;=0.8 [START]  estamos
Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Sequence with RNNs and Attention

Use a different context vector in each timestep of decoder

- Input sequence not bottlenecked through single vector

- At each timestep of decoder, context vector “looks at”  st8mes  comiendo pan [STOP]
different parts of the input sequence
Y1 Y2 Y3 Y4
—t——— b
hy = h, —P»| h; —P h, P s l s, =P 5, —P s5; —P| s,
X4 Xy X3 X4 Cq Yo C Y1 C3 Y2 Cy Y3
we are eating bread A ‘ ‘ A
[START] estamos comiendo pan

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Seqguence with RNNs and Attention

Visualize attention weights a,;

Example: English to French
translation

agreement
European
Economic
Area

was
signed

in
August
1992
<end>

(]
e
[

on
the

Ll

Input: “The agreement on the ecore
European Economic Area was la
signed in August 1992.” cone

économique
européenne
a

Output: “L’accord sur la zone I
économique européenne a signé
y g . p ~ y en
été signé en aolt 1992. ot
1992

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015 <end>
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Seguence to Seqguence with RNNs and Attention
Visualize attention weights a,;

Example: English to French g
translation 3
K
L Diagonal attention means accord
InPUt- The agreement on words correspond in order sur
the European Economic Area 2
. . ” zone
européenne
11 a
Output: “L’accord sur la cté

signé

zone économique européenne
a eté signé en aout 1992.

Diagonal attention means
words correspond in order

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Seqguence with RNNs and Attention
Visualize attention weights a;;

Example: English to
French translation

The
agreemen
on

the
European
Economic
Area

| t “Th t Diagonal attention means dccord
nput. € agreement on words correspond in order Sul
the European Economic —
Area was Signed in Attention figures out économique
AUgUSt 1 992 ” different word orders européenne

Output: “L’accord sur la
zone économique

européen ne a été Signé Diagonal attention means
~ ” words correspond in order
en aout 1992.

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Seguence to Seqguence with RNNs and Attention

The decoder doesn’t use the fact that h, form an ordered
sequence — it just treats them as an unordered set {h;}

estamos comiendo pan [STOP]
Can use similar architecture given any set of input hidden
vectors {h}!

Y1 Y2 Y3 Y4

—t——— b
hy = h, —P»| h; —P h, P s l s, =P 5, —P s5; —P| s,
X4 Xy X3 X4 Cq Yo C Y1 C3 Y2 Cy Y3
we are eating bread A ‘ ‘ A

[START] estamos comiendo pan
Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Image Captioning using spatial features

Input: Image |
Output: Sequencey =vy,, Y,,..., Y7

Zop0| %01 | %02

CNN Z10| %11 | %12

Z0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning using spatial features

Input: Image |
Output: Sequencey =vy,, Y,,..., Y7

Encoder: h, = f,(z)
where z is spatial CNN features
fw(.) is an MLP

Zo0| 01 | %02
> h,
CNN ||%0%4| %2 MLP
Zy0| Z21 | 222
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Subhransu Maji, Chuang Gan and TAs
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Image Captioning using spatial features

Input: Image |
Output: Sequencey =y ,y,,.... ¥,

Encoder: h, = f,(z) person

where z is spatial CNN features

fw(:) is an MLP Y1
Z00| %01 | %02

CNN Z10| %11 | %12 MLP

! d

Zy0| %21
Extract spatial Features: . y
features from a HxWxD 0
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START]

Subhransu Maji, Chuang Gan and TAs Lecture 17 27

Decoder: y, = gy(Y.1, hi.4, C)
where context vector c is often ¢ = h,
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Image Captioning using spatial features

Input: Image | Decoder: y; = gy(Y.; h €)
Output: Sequencey =y .y ..., ¥, where context vector c is often ¢ = h,

Encoder: h, = f,(z)

person wearing
where z is spatial CNN features
fw(:) is an MLP Y1 Y2
Z.. Z Z
0,0| €01 | “0,2
> ho —> h1 > h2
CNN ||%0 21| %2 MLP
44 :
Zo0| 21 | %22 |
Extract spatial Features: . y ,
features from a HxWxD 0 1
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 person

Subhransu Maji, Chuang Gan and TAs

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller Lecture 21 Nov 2023



Image Captioning using spatial features

Input: Image | Decoder: y; = gy(Y.; h €)
Output: Sequencey =y .y ..., ¥, where context vector c is often ¢ = h,

Encoder: h, = f,(z)

person wearing hat
where z is spatial CNN features
fw(:) is an MLP Y1 Y2 Y3
Z |z Z
00 01 02 > h, | h, > h, —| h,
CNN Z10| %11 | %12 MLP v v 1
Zy0| Z21 | 222 l' T
Extract spatial Features: c y y y
features from a HxWxD 0 ! 2
pretrained CNN [START] person wearing
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning using spatial features

Input: Image | Dﬁcoder: }[/t =t gV(th, hys, Cf?t )

. = wnere context veclor C IS often € =
Output: Sequencey =y ,y,,.... ¥, 0
Encoder: h, = f,(z) person wearing hat [END]
where z is spatial CNN features
fw(:) is an MLP Y1 Y2 Y3 Y4

Zool 204! Z
ol ot 92 > h, | h, > h, —| hy ——| h,
CNN Z10| %11 | %12 MLP
A3 A4 A4
20| %21 | %22 ll
Extract spatial Features: c y y y y
features from a HxWxD 0 1 2 3
pretrained CNN :
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person wearlng hat
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Image Captioning using spatial features

Problem: Input is "bottlenecked" through c
- Model needs to encode everything it
wants to say within c

This is a problem if we want to generate person  wearing hat [END]
really long descriptions? 100s of words long y y y y
1 2 3 4
V4 V4 y4
201 07| 02 > h, | h, > h, —»| h, —| h,
CNN Z10| %11 | %12 MLP
A A A
Z0| %21 | %22 l| : : : *T
Extract spatial Features: c y y y y
features from a HxWxD 0 1 2 3
pretrained CNN [START] person wearing hat

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Attention idea: New context vector at every time step.

Each context vector will attend to different image regions

Zo0| 01 | %02
> h,
CNN Z1,0 Z1,1 Z1,2
Zy0| 221 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Subhransu Maji, Chuang Gan and TAs
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https://thumbs.gfycat.com/ThickTatteredFlea-max-1mb.gif

Image Captioning with RNNs and Attention

Alignment scores:
Compute alignments HxW
scores (scalars):
e1,0,0 e1,0,1 e1,0,2
€ij fatt(ht—l’zi,j)
: e1,1,0 e1,1,1 e1,1,2
f.(-)is an MLP
e1,2,o e1,2,1 61’22
Zopo| %01 | %02
»| h,
CNN Z10| %11 | %12
Z0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Subhransu Maji, Chuang Gan and TAs
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Image Captioning with RNNs and Attention

Alignment scores: | Attention: .
Compute alignments Hx W Hx W Normalize to get .
scores (scalars): attention weights:
€100| €101 (€102 Ai00| Q104 |2 =
et,i,j o fatt(ht—l’zi,j) 1,00| 1,01 | Y02 at,:,: softmax(et,:’:)
. e 1, e 1, e 12—l a a a
f .(.)isan MLP b I 110) Fa1 | a2 Ott< 2# .n< 1|, e
©100[®101 |C12z|  [@yz0| 8101 | 1ns attention values sum to
Z00| %01 | %02 ol b
0
CNN Zio| %11 | %12
Z0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores:  Attention:

Compute alignments Hx W Hx W Normalize to get Compute context vector:
scores (scalars): attention weights:
e1,0,0 e1,0,1 e1,0,2 a a a = - o o
et, i,j = fatt ( ht—-l ’Zi,j) 100] 7101|7102 at, o softmax ( et, i :) G % al‘,l,J Zt,l,]
. € € e
fa'rt(-) is an MLP 110 7111 | G112 |8y 0] 8111 18092 0< at,_i,' < 1i 1
€20/ @121 | 122  [Biz0| @11 |82 attention values sum to
20| 201 | o2
— hO
CNN Zio| %11 | %12
Zy0| 221 | %22
Extract spatial Features:
HxWxD C,
features from a X WX
pretrained CNN v f
X
~ Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a zecodert: ytt= gV,fyt'“ th“’ ¢, i ;
different context vector that looks at ew context vector at every lime Step

different parts of the input image

€ij ~ fatt(ht—l’zi,j) person
a,.. = softmax(e, . )
Y4
z.. |z, |z
0,0 0,1 0,2 ho h1
Zi0| %11 | %12
20| 221 | Z22 TT
Extract spatial Features: o |y
features from a HxWxD 1| Yo
pretrained CNN f
[START]

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: Decoder: y; = gy(Yiqs hqs C)
HxW HxW New context vector at every time step
€100| €101 | €102 Q00| 101 Q102
et, I,J w fan ( ht_l,zi,j) e1,1,0 e1,1,‘1 e1,1,2_> a1,1,0 a1,1,1 a1,1,2 person
a,.. ~ softma‘x(et,:,:) C120| €121 €122 Q120 | A121 (B4 22
Y1
¢ = Znat,i,jzt,i,j f
ij T
Zol Z V4
00| “0,1 | €02 he h,
CNN Z10| %11 | %12

20| 221 | Z22 T T
Extract spatial Features: o |y ]
features from a HxWxD 1 ]| Yo 2
pretrained CNN v f
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Aﬁie(ﬁtion”, ICML 2015 START
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a zecodert: ytt= gV,fyt'“ th“’ ¢, i ;
different context vector that looks at ew context vector at every lime Step

different parts of the input image

€ij = fatt(ht—l’zi,j) person wearing
a,.. = softmax(e, . )
Y4 Y2
z |z.|z
0,0 0,1 0,2 ho h1 > h2
210 %411 | 412
Zy0| Lo | Lo T T T T
Extract spatial Features: o |y o |y
features from a HxWxD 1| Yo 2 || Y1
pretrained CNN f f
person

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Subhransu Maji, Chuang Gan and TAs Lecture 17 38 21 Nov 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



Image Captioning with RNNs and Attention

Each timestep of decoder uses a zecodert: ytt= gV,fyt'“ th“’ ¢, i ;
different context vector that looks at ew context vector at every lime Step

different parts of the input image

€ij = fatt(ht—l’zi,j) person wearing hat
a,.. = softmax(e, . )
Y1 Y2 Y3
z |z .|z
0,0 0,1 0,2 ho h1 > h2 h3
Zi0| Z11 | 442
Zy0| 221 | %22 T T T T T T
Extract spatial Features:

c c c
features from a HxWxD 1 || Yo 2 || Y1 3 | Y2
pretrained CNN f f f

START person wearing

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a zecodert: ytt= gV,fyt'“ th“’ ¢, i ;
different context vector that looks at ew context vector at every lime Step

different parts of the input image
wearing hat [END]

t,i,j fan (ht—l’zi,j) person

a,.. = softmax(e, . )
Y4 Yo Y3 Ya

e

Zo,O Zo,1 Zo,2 ho h - h, h, .

Zi0| %11 | %12

20| 221 | Z22 T T T T T T T T
Extract spatial Features:
features from a HxWxD Cy || Yo Cy || V4 Cs | Y2 Cy | Vs
pretrained CNN f f f 5

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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iImage Captioning with RNNs and

: HxW HxW - model chooses its own
tte n t | O attention weights. No attention

e e e

100| €101 | 102 Q100|101 | Q102 SUpeWiSion is required
€110| 111 | €12l [@1 101 @100 | 8112 person wearing hat [END]
€120| €121] €122 Q00| Q121 | Q422
T y1 y2 y3 y4
Zoo| %01 | %02
> h, h, » h, —» hy —»| h,
CNN Zi0| %11 | %12
20| %21 | %22 T T T T T T T T
Extract spatial Features: ¢, Y| ¢ |y cs |y c
features from a HxWxD | il | e ol il

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual A

X
-
—>
—>
—>

a:

n

tion”, ICML 2015 AR
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Image Captioning with Attention

Soft attention

(requires X

reinforcement bird flying over body
learning)

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
Figure copyright Kelvin Xu, Jimmy Lei Ba, Jamie Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhutdinov, Richard S. Zemel, and Yoshua Benchio, 2015. Reproduced with permission.
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Image Captioning with Attention

% Y e O

A woman is throwing a frisbee in a park. A stop sign is on a road with a

mountain in the background.

s p—— AE———

A little girl sitting on a bed with A group of people sitting on a boat A giraffe standing in a forest with

a teddy bear. in the water. trees in the background.

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Figure copyright Kelvin Xu, Jimmy Lei Ba, Jamie Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhutdinov, Richard S. Zemel, and Yoshua Benchio, 2015. Reproduced with permission.
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: This entire process is differentiable.
HxW HxW - model chooses its own
attention weights. No attention
C100[ G101 | Cr02|  [8100| A1 |10, supervision is required
Ci0| €111 €128y 100 8144 | 814 person wearing hat [END]
€120| €121| €122 Q50| Q424 | Q422
T Y4 Yo Y3 Ya
V4 V4 Z
0,0 0,1 0,2 > ho h1 > h2 h3 h4
CNN Zio| %11 | %12
o
Extract spatial Features: . . .
features from a HxWxD 1 || Yo 2 || V1 3 | Y2 Ca| Ys
pretrained CNN (!) f f f |

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person Weanng hat
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Attention we just saw in image captioning

20| 20,1 | o2
@
o210 Z11| 442
S
©
o |%0| %21 | %22
LL

Inputs:
Features: z (shape: H x W x D)
Query: h (shape: D)

Subhransu Maji, Chuang Gan and TAs
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Attention we just saw in image captioning

Operations:
Alignment: e;; = fy(h, z;)

Zo0| Zo1 | Zo2 * €0 | €01 | €02 =
n (0]
L1Zyg| 244 | 212 (e | ey | €1z | E
= 2
© %20 221 | Zoo—|%20 | &1 | G2 | <&
o}
" T Inputs:

Features: z (shape: H x W x D)

Query: h (shape: D)
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Attention we just saw in image captioning

a00 a0,1 aoz
c
a a a 2 H
10 | Gt | 12 *QEJ Operations:
8, | 8, | 8, 2 Allgnment: e;; = fau(h, )
Py Attention: a = softmax(e)
| softmax |
I
niZ Z Z, ,—| € € e -
e 0,0 0,1 0,2 0,0 0,1 0,2 GC)
=)
= Zio| 414 | L4/ €0 [ C11 | G2 g
o 2
W-1Z50| 21 | Zoo—|%20 | €21 | 22 |
T Inputs:
Features: z (shape: H x W x D)

Query: h (shape: D)
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Attention we just saw in image captioning

Cc

f Outputs:
context vector: ¢ (shape: D
[ mul+add | (shape: D)
{
a0,0 a0,1 aO,Z
c
a a a 2 H
10 | G| 12 *QEJ Operations:
8, | 8, | 8, |2 Allgnment: &i; = fau(h, )
Attention: a = softmax(e)
t t t Output: ¢ =3, a,Z;;
| softmax |
t t f
o ZO,O 20’1 Zo,z‘_’ e00 eo,1 e02 ..E
e ()
S| Z10| 214 | Z1o %0 | G | G2 | E
® k2
L1Z20| %21 | Zoor—(%20 | %21 | %22 |

T Inputs:
Features: z (shape: H x W x D)
Query: h (shape: D)
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General attention layer

Cc
t
| mul+add |
f
Ao
ay
a2
1
| softmax
2 1
e
>
"5' | X1 " e1
o
k=

Attention

Alignment

Outputs:
context vector: ¢ (shape: D)

Operations:

Alignment: e, = f,(h, X;)
Attention: a = softmax(e)
Output: ¢ =}, a,x;

Inputs:

Input vectors: x (shape: N x D)

Query: h(shape: D)

Subhransu Maji, Chuang Gan and TAs

Attention operation is permutation invariant.
- Doesn't care about ordering of the features
- Stretch Hx W = N into N vectors
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General attention layer

C
A Outputs:
. context vector: ¢ (shape: D
[ mul+add | (shape: D)
f
=l
_5 Change f_(.) to a simple dot product
a, € Operations: - only works well with key & value
a % Alignment: ¢, = h - x; transformation trick (will mention in a
2 Attention: a = softmax(e) few slides)
A Output: ¢ =}, a;x
| softmax
2 1
e
§ Xo €y g
SiLiX ] L [® £
Q 2
E X2 R (S2) <_E
T Inputs:
) Input vectors: x (shape: N x D)
Query: h (shape: D)
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General attention layer

Cc

t

| mul + add

Attention

| softmax

Input vectors

Alignment

Outputs:
context vector: ¢ (shape: D)

Change f_4(.) to a scaled simple dot product
- Larger dimensions means more terms in
the dot product sum.

Operations: - So, the variance of the logits is higher.
|Alignment: e=h-x/ \D Large magnitude vectors will produce
Attention: a = softmax(e) much higher logits.

Output: ¢ =}, a;x - So, the post-softmax distribution has

lower-entropy, assuming logits are 1ID.

- Ultimately, these large magnitude
vectors will cause softmax to peak and
assign very little weight to all others

- Divide by \D to reduce effect of large
magnitude vectors

Inputs:
Input vectors: x (shape: N x D)
Query: h (shape: D)
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General attention layer

Yo I| Y1 | Y2

; ; f Outputs:
| 200 0) | context vectors: y (shape: D)
¥ f f Multiple query vectors
- each query creates a new output
o context vector
Q
Go || B | B *QEJ Operations:
) . |2 Alignmente;=qx/ \D
S| Attention: a = softmax(e)
1 ! t Output:y; = 3; a;; %;
softmax (1) |
2 ot
e
O XO > €50 €01 €5 -+
2 &
"5' | X1 | e €4 €, g
Q 2
E X2 > e2.0 e21 e22 z
T T T Inputs: Multiple query vectors
Qo || a1 | G Input vectors: x (shape: N x D)
Queries: q (shape: M x D)
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General attention layer

Yo

Y4

Yo

f

f

f

| mul(—) + add (1)

t

!

2o

202

a1 0

a1 2

220

&l

Altention

'

t

.i_
| softmax (1)
t

ignmen

0 t ¢

e

(&) ] XO > €50 €4 €2

o

>

"5' | X1 | e €1 €2

Q

E X2 > € €4 €52
——
Q || 91 | G2

Outputs:
context vectors: y (shape: D)

Operations:

Alignment: e;; = q;- x;/ VD
Attention: a = softmax(e)
Output: y; = 3, a;; X;

Inputs:
Input vectors: x (shape: N x D)
Queries: q (shape: M x D)

Subhransu Maji, Chuang Gan and TAs

Notice that the input vectors are used for
both the alignment as well as the
attention calculations.
- We can add more expressivity to
the layer by adding a different FC
layer before each of the two steps.
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General attention layer

Vo Notice that the input vectors are used for
- v, Operations: both the alignment as well as the
Key vectors: k = xW attention calculations.
\Z e = - We can add more expressivity to
Value vectors: v =
Hev X the layer by adding a different FC
layer before each of the two steps.
&
S
2 X [ ko
>
Q
k= Xy 1 K
T T T Inputs:
Q || a1 || %@ Input vectors: x(shapeDN)x D)
Queries—g{shapeMx
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General attention layer

Yo || Y1 | Y2 )
} } } c?our:tgl)](:sv.ectors shape: The input and output dimensions can
| mul(—) + add (1) | 1y (shape: | ) now change depending on the key and
1 t ! value FC layers
" Yo [T c Notice that the input vectors are used for
vy e | e | e ug Operations: both the alignment as well as the
S Key vectors: k = xW attention calculations.
Vo [ e || 8 | & | <C Value vecto;s - xk - We can add more expressivity to
4 t t Alignment: e, T q -k /D the layer by adding a different FC
- Vi, i
| softmax (1) | Attention: a = softjmax(e) layer before each of the two steps.
2 1 ot Output:y; = 3; a;;
o)
45 XO —_— kO —| €, €01 €02 E
> k £
— X ™ > eIO e11 e12
45- 1 1 5)
E- X2 — k2 —>| € €4 € <_E
T T T Inputs:
Qo || a9 || a2 Input vectors: x (shape: N x D)

Queriesg{shape-Mx )
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General attention layer

yTO yT1 );2 Outputs:
| 200 0) | context vectors: y (shape: [
t
J v ) Recall that the query vector was a
L [ function of the input vectors
o
V — a, ayy 3, = i -
SN et Encoder: h, = 2
V, s | e | e | < Val};evectofs _x" where z is spatial CNN features
t t Alignment: e, = q, - k;/ \D f(-) is an MLP
|_softmax (1) | Attention: a = softmax() > 12 14
g 1 ot Output:y; =3, a; \ 00| 0,1 | “02 > h,
g Xo 1 Ko | oo || | o2 |z CNN ||Zi0| 21| 212 MLP
> )
"5' ] X1 ™ k1 | € €4 €, g 22,0 Z2,1 2212
2 . g
—_— X2 > 2 —>| € €1 €, <
T T T Inputs:
Q || a1 || %@ Input vectors: x (shape: N x D)
Queries—g{shape-MxD,)
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Self attention layer

We can calculate the query vectors
from the input vectors, therefore,

Operations: defining a "self-attention" layer.

Key vectors: k = xW,
Value vectors: v = x
Query vectors: g = xW,,
Alignment: ;= g, - k /D

Instead, query vectors are
calculated using a FC layer.

g Attention: a = softmax(e)
>
5 [T
Q
£ X .
2 No input query vectors anymore
Inputs:
Q|| o | 9 Input vectors: x (shape: N x D)
¥ f Queries-gi{shape-Mx }
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Self attention layer

Yo || Y1 || Y2

t t 1

| mul(—) + add (1)

bt

= VO —>| 3, 34 3
V1 | ap a, a,
V2 — aZYD 32,1 az,z

[

| softmax (1)

ot

o XO ™ kO —>| €00 €1 €02

Input vectors

Subhransu Maji, Chuang Gan and TAs

Attention

Alignment

Outputs:
context vectors: y (shape: [)

Operations:

Key vectors: k = xW,
Value vectors: v = x
Query vectors: g = xW,_
Alignment: e;; = ¢, - k / \D
Attention: a = softmax(e)
Output:y; =3 a;;

Inputs:
Input vectors: x (shape: N x D)
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- attends over sets of inputs

Yo Il Y1 || Y2

T T T Outputs:
' : : context vectors: y (shape:
| mul(—) + add (1) | xtv y( p )
Pt
> V0 —| a a a
R - S . Yo || Y1 || Y2
Vi @ @ @ qu) Operations: ¥
R .0 X . = Key vectors: k = xW, :
A o || & || 3 | < Value vectors: © = self-attfentlon
t Pt Query vectors: g = xW,_
|_softmax (1) | Alignment: e;; = ¢, - k / \D Xo || X1 || X
g t Attention: a = softmax(e)
"5 1 Xp " kO —| ey, e C OUtpUt: yj = Zi ai,j
o c
> ()
-5- 1 )(1 > k1 —| e e e g
Q 2
E X2 |— k2 —| & e, €, Z
T T T Inputs:
PG || g || a9z Input vectors: x (shape: N x D)

Subhransu Maji, Chuang Gan and TAs E
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Self attention layer - attends over sets of inputs

Y1 Yo || Y2 ‘ Yo H Y1 ‘ Yo Yo || Y1 Yo
1 |
self-attention self-attfention self-atttention

t {
‘ X4 H Xo H X2 2 H . H Xo =1 R

Permutation equivariant
Self-attention layer doesn’t care about the orders of the inputs!

Problem: How can we encode ordered sequences like language or spatially ordered image features?
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Positional encoding

Yo || Y1 | Y2
f
self-attention
t
Xo || X4 || X2
Po || P1 P2
1
position encoding
1 Desiderata of pos(.) :
Xo || X1 || X2 1. It should output a unique encoding for each
_ N time-step (word’s position in a sentence)
Concatenate/add special positional 2. Distance between any two time-steps should be
encoding p; to each input vector x consistent across sentences with different lengths.
_ . 3.  Our model should generalize to longer sentences
We use a function pos: N —R without any efforts. Its values should be bounded.
to process the position | of the vector 4. It must be deterministic.
into a d-dimensional vector
So, p; = pos(j)
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Positional encoding

Options for pos(.)

Yo || Y1 | Y2
: 1.  Learn a lookup table:

o  Learn parameters to use for pos(t) fort € [0, T)
o  Lookup table contains T x d parameters.

self-attention
1

Xo || X1 || %o

Po P4 P2

|
position encoding

1 Desiderata of pos(.) :
Xo || X1 || X 1. It should output a unique encoding for each
time-step (word’s position in a sentence)

Concatenate special positional 2. Distance between any two time-steps should be

encoding p; to each input vector X, consistent across sentences with different lengths.
3.  Our model should generalize to longer sentences

We use a function pos: N —R¢ without any efforts. Its values should be bounded.

to process the position | of the 4. It must be deterministic.

vector into a d-dimensional vector

S0, p; = pos(j)
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Positional encoding

Options for pos(.)

Yo | Y1 | Y2
: 1.  Learn a lookup table:

o  Learn parameters to use for pos(t) fort ¢ [0, T)
o  Lookup table contains T x d parameters.

self-attention

t
Xo || Xq || X9 2. Design a fixed function with the desiderata
Po || P1 P2

t
position encoding

t [ sin(wq.t) ]
cos(wy. t)
X[ % || X

sin(ws. t)

Concatenate special positional —

encoding p; to each input vector X, p(t) =

We use a function pos: N —R¢

to process the position j of the sin(wg/a- ) 1

vector into a d-dimensional vector | cos(waps-t) |, where «:= 10000274

So, P = ,OOS(j) Vaswani et al, “Attention is all you need”, NeurlPS 2017
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Positional encoding

Options for pos(.)

Yo | Y1 | Y2
: 1.  Learn a lookup table:

o  Learn parameters to use for pos(t) fort ¢ [0, T)
o  Lookup table contains T x d parameters.

self-attention

t
Xo || X1 || X5 2. Design a fixed function with the desiderata
Po || P1 P2
—1 ; Intuition:
position encoding (o) 0: 0000 8: 1000
t 1: 0001 9: 1001
cos(w. t)
Bl 2: 0010 10: 1010
0 1 2 in(w. ) 3: gi4 11 011
_ | PLIRG 4: 0100 12: 1100
Concgtenate spema! positional (t) = cos(ws. t) 5. 101 13: 101
encoding p; to each input vector x, P 6: 0110 14: 1110
& 111 15 111
We use a function pos: N —R¢
to process the position j of the sin(wayz- t) where wi =
vector into a d-dimensional vector | cos(waya-1) |, 10000%/¢ .
Image source
So, P = pos(j) Vaswani et al, “Attention is all you need”, NeurlPS 2017
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https://kazemnejad.com/blog/transformer_architecture_positional_encoding/

Masked self-attention layer

Yo I| Y1 | Y2

; ; f Outputs:
| 200 0) | context vectors: y (shape: [)
bt
= VO —>| a, ay 3y,
&
vi [ o (Pan | e g Operations: - Prevent vectors from
v. = o |[ o [F|lZ  Keyvectors: k=xW, looking at future vectors.
: Value vectors: v = x - Manually set alignment
ot :
Query vectors: g = xW,_ to -infinit
|_softmax (1) | Alignment: e;; = q; - k, / VD SCores 1o -Infinity
g ot Attention: a = softmax(e)
O ||H X —f kg —| e || & @ | Outputiy;=3;a;
§ Xo Ko w [ & e = Yi = 2iay
'.5 1 X1 ™ k1 > w €4 €, g
o 2
k= Xo 1 ky —| = || = [ & |<
A
T Inputs:
Qo || a1 || a2 Input vectors: x (shape: N x D)
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Multi-head self-attention layer

- Multiple self-attention heads in parallel

Yo || Y1 || Y2

Concatenate
head, head, head,, ,
yO y1 y2 yO Y1 YQ YO y1 y2
| tt |
Self-attention Self-attention Self-attention
T 1 1 | I 1 1
Xo || X1 || X2 Xo || X1 || X2 Xo || X1 || X

Split
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General attention versus self-attention

Yo || Y1 || Y2 Yo || Y1 | Y2
t t
attention self-attention
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Example: CNN with Self-Attention

Input Image

CNN

Features:
CxHxW

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
https://pixabay.com/service/license/

Example: CNN with Self-Attention

Queries:
CxHxW

Input Image 1x1 Conv

Keys:
CNN CxHxW

1x1 Conv

Features:
CxHxW

Values:
CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
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Example: CNN with Self-Attention

Input Image

CNN

Features:
CxHxW

Queries:
CxHxW

1x1 Conv

Keys:
CxHxW

Attention Weights

Transpose

C softmax

A

1x1 Conv

Values:
CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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Example: CNN with Self-Attention

Input Image

CNN

Features:
CxHxW

Queries:
CxHxW

1x1 Conv

Keys:
CxHxW

Attention Weights

Transpose

C softmax

A

1x1 Conv

Values:
CxHxW

(Hx W) x (Hx W)

CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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Example: CNN with Self-Attention

Input Image

CNN

Features:
CxHxW

Queries:
CxHxW

1x1 Conv

Keys:
CxHxW

Attention Weights

Transpose

(Hx W) x (Hx W)

C softmax
CxHxH

A

1x1 Conv

Values:
CxHxW

CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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Example: CNN with Self-Attention

Residual Connection

Queries: Attention Weights
C'xHxW Transpose  (HXxW)x(HxW)

Cl softmax
CxHxW

Keys: A ) 4

CNN — CxHxw —s()—>

1x1 Conv

Input Image 1x1 Conv

Features:
CxHxW CxHxW

Values:

CxHxW
> >®—> 1x1 Conv

1x1 Conv

Self-Attention Module

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018
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Comparing RNNs to Transformer

RNNs

(+) LSTMs work reasonably well for long sequences.

(-) Expects an ordered sequences of inputs

(-) Sequential computation: subsequent hidden states can only be computed after the previous
ones are done.

Transformer:

(+) Good at long sequences. Each attention calculation looks at all inputs.

(+) Can operate over unordered sets or ordered sequences with positional encodings.

(+) Parallel computation: All alignment and attention scores for all inputs can be done in parallel.
(-) Requires a lot of memory: N x M alignment and attention scalers need to be calculated and
stored for a single self-attention head. (but GPUs are getting bigger and better)
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Attention Is All You Need

“ImageNet Moment for Natural Language Processing”

Pretraining:
Ashish Vaswani* Noam Shazeer* Niki Parmar* Jakob Uszkoreit*  Download a lot of text from the internet
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com . . .
L SeE S £oRE Train a giant Transformer model for language modeling

Llion Jones* Aidan N. Gomez* f Lukasz Kaiser* . s
Google Research University of Toronto Google Brain El.ﬂﬁtu.lllﬂg.n.
1lion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com Fine-tune the Transformer on your own NLP task

Illia Polosukhin* *
illia.polosukhin@gmail.com
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Image Captioning using Transformers

Input: Image |
Output: Sequencey =vy,, Y,,..., Y7

Zop0| %01 | %02

CNN Z10| %11 | %12

Z0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN
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Image Captioning using Transformers

Input: Image |
Output: Sequencey =vy,, Y,,..., Y7

Encoder: c = T,,(2)
where z is spatial CNN features
Tw(.) is the transformer encoder

Z00| %01 | %02 Coo || Cor [ Coz | - [NC

CNN Zi0| %11 | %412 ] i
Zya| 2oy | 2 Transformer encoder

Extract spatial Features: T
features from a HxWxD Zo0 || Zo1 || Zoz2 | - | %2

pretrained CNN
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Image Captioning using Transformers

Input: Image | Decoder: y, = Tp(Y..1, €)
Output: Sequence y =y, y ..., ¥, where T(.) is the transformer decoder
Encoder: ¢ = TW(Z) person wearing hat [END]
where z is spatial CNN features
T(.) is the transformer encoder Y1 Y2 Y3 Ya
200/ %01 | %02 c c c .. |lc
L = It ] - 22 Transformer decoder
CNN Z10| %11 | %12 i
Zya| 2oy | 2 Transformer encoder
Extract spatial Features: T y ’ y v
features from a HxWxD Zoo || Zo1 || Z02 | - | Z22 ’ 1 i i

pretrained CNN
[START] person wearing hat
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The Transformer encoder block

Coo  Co1  Co2 | - | Gy
A

| =
[}
3
o x N
o
s Made up of N encoder blocks.
£ T |
ke In vaswani et al. N =6, Dq= 512
(2]
C
@ 1
| S
|_

Zoo || %01 || %02 Z32

Vaswani et al, “Attention is all you need”, NeurlPS 2017
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The Transformer encoder block

Coo Co 1 Co2 Cyo
A
| -
()
3
3! x N
g Let's dive into one encoder block
£ !
NS
2
© t
| -
|_
|
Zyo || Zoq Zy5 Zy9 Xo | X4 X || X
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The Transformer encoder block

Coo || Cox Co2 Coo
—
)
kS
O x N
c
o
o)
£ !
S
&
S t
| -
l_

| Positional encoding Add positional encoding
t
Zoo || Zo1 | Zo2 Zy Xo | X9 | X | X5
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The Transformer encoder block

Coo || Co1 || Co2 Coo
o)
IS
o x N
C
(O}
o
£ !
9
2
© f Multi-head self-attention Attention attends over all the vectors
= i

| Positional encoding Add positional encoding
t
Zoo || Zo1 || Zo2 Z32 Xo | X4 | X || X
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The Transformer encoder block

Coo || Co1 || Co2 Coo
o)
IS
o x N
C
(O}
: r
S C? Residual connection
(2]
C .
© f Multi-head self-attention Attention attends over all the vectors
= i

| Positional encoding Add positional encoding
t
Zoo || Zo1 || Zo2 Z32 Xo | X4 | X || X
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The Transformer encoder block

Coo || Co1 || Coz Ca2
@
3
3! x N
g Layer norm LayerNorm over each vector individually
£ T
o) ({) Residual connection
n
c
lf_g ! Multi-head self-attention Attention attends over all the vectors
t
| Positional encoding Add positional encoding
t
Zoo || 201 || Zo2 Zy2 Xo | Xq || X3 || X
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The Transformer encoder block

Coo || Co1 || Co2 | - | Ca2
@
§ <N MLP MLP over each vector individually
S f
g Layer norm LayerNorm over each vector individually
£ T
o) ({) Residual connection
(2}
c
lf_g ! Multi-head self-attention Attention attends over all the vectors
t
| Positional encoding Add positional encoding
t
Zoo || Zoa || Zo2 Zy2 Xo || X1 || X | X

Subhransu Maji, Chuang Gan and TAs Lecture 17 85 21 Nov 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



The Transformer encoder block

Coo || Co1 || Coz Ca2
_ ® Residual connection
o) t
8 <N MLP MLP over each vector individually
S i
g Layer norm LayerNorm over each vector individually
£ T
S ({) Residual connection
n
c
lf_g ! Multi-head self-attention Attention attends over all the vectors
t
| Positional encoding Add positional encoding
t
Zoo || 201 || Zo2 Zy2 Xo || X1 || X | X
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The Transformer encoder block

‘YOHWHyz’)’s

Coo |[ Cor [ Coz | - [NCH , Transformer Encoder Block:
I Layer norm
Inputs: Set of vectors x
_ C%) Outputs: Set of vectors y
[}
©
3 x N L Self-attention is the only
o i interaction between vectors.
o Layer norm
g T (I) Layer norm and MLP operate
"g 1 independently per vector.
© f Multi-head self-attention
= f Highly scalable, highly
| Positional encoding parallelizable, but high memory usage.
t
Zoo || Zoa || Zo2 Zy2 Xo || X1 || X | X
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The Transformer decoder block

person wearing hat [END]
Yo Y1 \Z Y3
=
— © Made up of N decoder blocks.
)
xN 3 In vaswani et al. N = 6, D= 512
-, @
Coo T %
3
Co,1 " %
! =
Co2 L1
G2 Yo i 21y,
[START] person wearing hat
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The Transformer decoder [ % v v |%

block | s |
OoC f
Yo Y4 Y2 Y3
=
1 © Let's dive into the
74 Coo transformer decoder block
x N o)
N 3 Co 1
Co0 T % Co2
3
Co,1 1 Q. .
' o
00’2 L, c2,2
. . |
S Yo v, Yo Y3 A
[START] person wearing hat Xo || X4 || X || X3
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The Transformer decoder [ v v v

*

block | i |

| Layer norm |
?
°
Yo Y4 Y2 Y3 | M*LP |
— | Layer+norm |
— g © Most of the network is the
(60'" Coo t same the transformer
X N 3 encoder.
Co 1
L, @
C (@8
o T o Co2 | Layer norm
c — S : é
0,1 o
1 % ) i
Co2 e 22 Masked Multi-head
: \ | self-attention
$
C) - » Y Vs | Positional encoding |
[START] person wearing hat Xo || Xq || X5 || Xg
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The Transformer decoder [ v v v

*

block | i |

| Layer$norm |
©)
Yo Y4 Y2 Y3 | MTLP |
4
| Layer norm |
- T . .
—> L (———————— Multi-head attention block
(60'" Co0 : ¢ : attends over the transformer
L @ Co. . A J
Coo I o G _|‘_Lay4er T | For image captioning, this is
. N 3 : (B how we inject image
Bl \ 3 : features into the decoder.
oo [ LL C22 Masked Multi-head
: \ | self-attention
4
Positional encodin
Caz Yo Y1 Y2 Y3 | ¥ 9 |
[START] person wearing hat Xo || X4 || Xo || X3
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The Transformer decoder | » v v %

*

| FC | Transformer Decoder Block:
block T
| Layer$norm | Inputs: Set of vectors x and
©) Set of context vectors c.
Yo Y1 Y2 Y3 | MTLP | Outputs: Set of vectors y.
t
- L__Llavernom | \asked Self-attention only
g = (=1 interacts with past inputs.
‘6”,,, Co.0 }
= Multi-head attenti . . .
XN 3 Co. uk' eava enqlon Multi-head attention block is
. T g i 1 1 NOT self-attention. It attends
o0 ! fg‘ Coz | Layer norm | over encoder outputs.
| s | 5 | |
t o ¥ Highly scalable, highly
Co2 Ll Ca2 Masked Multi-head parallelizable, but high memory
: u | self-attention usage.
$
Cos Ve y, s e | Positional?encoding |
[START] person wearing hat Xo || X4 || Xo || X3
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Image Captioning using transformers

- No recurrence at all

person wearing hat [END]

Y4 Yo Y3 Ya
Z Z Z
0,0 0,1 0,2 C, C C C.
S e e 22 Transformer decoder
CNN Z10| %11 | %12 !

Zya| 2oy | 2 Transformer encoder
Extract spatial Features: T . y 7 y
features from a HxWxD Zo0 || Zo1 || Z02 | - [(Z2 ’ 1 i i

pretrained CNN
[START] person wearing hat
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Image Captioning using transformers

- Perhaps we don't need
convolutions at all?

person wearing hat [END]

Y4 Yo Y3 Ya
Z Z Z
0,0 0,1 0,2 C, C C C
SOT T e 22 Transformer decoder
Zio| %411 | %42 {
Zya| 2oy | 2 Transformer encoder
Extract spatial Features: T . y 7 y
features from HxWxD 1 B ’ 1 ’ ’

pretrained CAN
[START] person wearing hat
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Image Captioning using transformers

- Transformers from pixels to language

person wearing hat [END]

2 Y Y3 Ya
C C C e C
00 || “o 10-2 22 Transformer decoder
Transformer encoder
i
s - N O
Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ArXiv 2020 [START] person wearing hat

Colab link to an implementation of vision transformers

Subhransu Maji, Chuang Gan and TAs Lecture 17 95 21 Nov 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller


https://colab.research.google.com/github/google-research/vision_transformer/blob/master/vit_jax.ipynb

summary

- Adding attention to RNNs allows them to "attend" to different
parts of the input at every time step
- The general attention layer is a new type of layer that can be
used to design new neural network architectures
- Transformers are a type of layer that uses self-attention and
layer norm.
o ltis highly scalable and highly parallelizable
o Faster training, larger models, better performance across
vision and language tasks
o They are quickly replacing RNNs, LSTMs, and may(?) even
replace convolutions.
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Vision Transformers vs. ResNets

Average-5 ImageNet
90
@
s @
Eos e ° - -
& ® 85 1
s @ ®e
=
Q
Q
< D
38 ®
Z 80 1
E @  Transformer (ViT) ®  Transformer (ViT)
201 ResNet (BiT) ResNet (BiT)
Hybrid Hybrid
— ; ! 75 +— } I
10? 103 10* 10° 10° 10*

Total pre-training compute [exaFLOPs]

Figure 5: Performance versus cost for different architectures: Vision Transformers, ResNets, and
hybrids. Vision Transformers generally outperform ResNets with the same computational budget.

Hybrids improve upon pure Transformers for smaller model sizes, but the gap vanishes for larger
models.

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ArXiv 2020
Colab link to an implementation of vision transformers
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Vision Transformers

HxWx3

I Transformer
Block

Images

Patch Partition
Patch Merging
Patch Merging

Patch Merging

A\
1
1
1
1
1
1
1
1
1
1
1
1

Linear Embedding

Inpu scale scale: scale . “ . . . -
o ! 2 ’ Liu et al, “Swin Transformer: Hierarchical Vision

Fan et al, “Multiscale Vision Transformers”, ICCV 2021 Transformer using Shifted Windows”, CVPR 2021

transformer
encoder-
decoder
set of image features set of box predictions bipartite matching loss
Carion et al, “End-to-End Object Detection with Transformers”,

ECCV 2020
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ConvN rik k!
ImageNet-1K Acc. O ets strike bac

90
88
86 ConvNeXt
Swin Transformer
(2021) ConvNeXt

84 Swin Transformer

ResNet DeiT ViT (2021)

(2015) (2020) (2020)
82 ‘I’ ®

Diameter
80 4| 8| 16| 25é GFLOPs
o

ra ImageNet-1K Trained ImageNet-22K Pre-trained

Subhransu Maji, Chuang Gan and TAs Lecture 17 99 21 Nov 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



