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Today’s Class

● Recap 
○ Supervised vs Unsupervised Learning 
○ Why not always label data? 

● Semi-supervised Learning 
○ Concepts 
○ Example: pseudo-labels / self-training 

● Self-supervised Learning 
○ Concepts 
○ Pretext tasks 
○ Contrastive Learning 
○ Beyond images
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Recap: Supervised vs Unsupervised Learning

Supervised Learning 

Data: (X, y) 

X = input/feature/image/… 

y = label/target

Unsupervised Learning 

Data: X 

Just X, no labels 

Learn about the structure of the data, 
i.e. P(X)

…..



So let’s always use Supervised Learning?

Supervised Learning 

Data: (X, y) 

X = input/feature/image/… 

y = label/target

“Standard” Supervised Learning: 

1. Collect a large set of data (images..) as 
the “training set” 

2. Label each one as cat / dog / monkey / 
… 

3. Train a model mapping image to label

4.  Go forth and classify the world with      !



Data Annotation

Supervised Learning first requires labeling a very large amount of data 

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Labeling Image Categories - “Easy” Until ….

● Over 120 dog breeds in 
ImageNet dataset for image 
classification 

● Non-expert labelers may not be 
aware of these fine-grained 
differences, leading to labeling 
errors 

● E.g., the Caltech UCSD birds 
dataset has 4% labeling error 
(NABirds, Van horn et al. CVPR15)

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Dense Semantic and Instance Labels

“Cityscape” dataset: Labeling every pixel as person/road/sidewalk … 

Annotation time 60-90 minutes per image
Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Annotate Everything — Expensive, doesn’t Scale!

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Motivation - Humans learn with little supervision

Provided with very few “labeled” examples (someone pointing something out to us 
explicitly), we can generalize quite well.

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/


Today’s Class

● Recap 
○ Supervised vs Unsupervised Learning 
○ Why not always label data? 

● Semi-supervised Learning 
○ Concepts 
○ Example: pseudo-labels / self-training 
○ Example: Distillation, Student/Teacher 

● Self-supervised Learning 
○ Concepts 
○ Pretext tasks 
○ Contrastive Learning



Semi-supervised Learning

● Given a small amount of labeled data 
● Given (usually) large amount of unlabeled data 
● Can          help us in getting a better model?

What is a good decision 
boundary for these points?
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your 
favourite?



Semi-supervised Learning

● Given a small amount of labeled data 
● Given (usually) large amount of unlabeled data 
● Can          help us in getting a better model?

Now we see 
some unlabeled 
data points ….



Semi-supervised Learning - intuitions

● Unlabeled samples tell us about P(X), which is useful in the predictive 
posterior P(y | X)



Semi-supervised Learning - definitions

● Smoothness assumption: if x1, x2 are close, labels y1, y2 are also “close” 
● Low-density separation: x1, x2 are separated by low-density region then 

labels are not “close” 
● Cluster assumption: points in same cluster likely to have same label



Semi-supervised Learning Approaches

● We will look at a simple approach to semi-supervised learning 
● Self-training or pseudo-labeling 
○ Age-old method 
○ Surprisingly good with modern deep learning methods 
○ But many variations …



Self-training

● Assume: one’s own high confidence predictions are correct!  

● Train model     on       

● Use      to  predict “pseudo-labels”  on   

● Add                            to labeled data 

● Repeat

Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html


Self-training - variations

● Assume: one’s own high confidence predictions are correct!  
 

● Train model     on       

● Use      to  predict “pseudo-labels”  on   

● Add                            to labeled data 

● Repeat

1) Add only a few most confident 
predictions on Xu 

2) Add all predictions on Xu 
3) Add all predictions, weighted by 

the confidence of the prediction 
….

Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html


Self-training advantages

● The simplest semi-supervised method! 

● It’s a “wrapper” - the classifiers or models can be arbitrarily complex, we do 
not need to delve into those details to apply self-training 

● Often quite good in practice, e.g. in natural language tasks 

● Also some vision tasks …

Based off  Joelle Pineau’s COMP-551

https://www.cs.mcgill.ca/~jpineau/comp551/schedule.html






Disadvantages of self-training?

Any guesses?



Disadvantages of self-training?

● Early mistakes can reinforce themselves 
○ We have heuristic solutions, like discarding samples if the confidence of prediction 

falls below some threshold 

● Convergence  
○ Hard to say if these steps of self-train and repeat will converge 



Domain	shifts	can	have	a	large	impact

“Small”	domain	shifts	can	impact	performance	

• resolution,	size/pose/class,	novel	classes	

Self/semi-supervised	learning	is	brittle	in	fine-
grained	domains	

• difficult	task,	long-tailed	data	

Need	“guardrails”	against	biased	data

27

Uin Uout

data	sources

“in	domain” “out	of	domain”
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How robust is semi-supervised learning?

Uin Uout

A	Realistic	Evaluation	of	Semi-Supervised	Learning	for	FGVC,	Su	&	Maji,	CVPR	21

data	sources

“in	domain” “out	of	domain”



More pointers on semi-supervised learning

● Vast literature both in terms of theory and applications 

● Other methods: 
○ Entropy minimization: adds a loss that encourages the neural network model to 

make high confidence predictions (minimize “entropy”) on all unlabeled samples 
○ Mean Teacher, FixMatch, NoisyStudent, … 
○ Combine with methods to detect “out of domain” data

https://arxiv.org/pdf/1703.01780.pdf


Today’s Class

● Recap 
○ Supervised vs Unsupervised Learning 
○ Why not always label data? 

● Semi-supervised Learning 
○ Concepts 
○ Example: pseudo-labels / self-training 

● Self-supervised Learning 
○ Concepts 
○ Pretext tasks 
○ Contrastive Learning



Self-supervised learning: Outline
• Data prediction 

• Colorization 

• Transformation prediction 
• Context prediction, jigsaw puzzle solving, rotation prediction 
• “Siamese” methods 

• Contrastive methods 
• Non-contrastive methods 

• Self-supervision beyond still images 
• 3D, audio, video, language



Self-supervision as data prediction

• Colorization 
• Inpainting 
• Future prediction 
• …

Data 𝑥′ Data 𝑥 Network

Source: A. Efros



Colorization

R. Zhang, P. Isola, and A. Efros, Colorful Image Colorization, ECCV 2016

http://richzhang.github.io/colorization/


Colorization: Architecture

R. Zhang, P. Isola, and A. Efros, Colorful Image Colorization, ECCV 2016

At each spatial location, predict probability 
distribution over 313 quantized (a,b) values

http://richzhang.github.io/colorization/


Self-supervised learning: Outline
• Data prediction 

• Colorization 

• Transformation prediction



Self-supervision by transformation prediction

𝑇Data 𝑇(𝑥) Network

• Context prediction 
• Jigsaw puzzle solving 
• Rotation prediction

Source: A. Efros



Context prediction

C. Doersch, A. Gupta, A. Efros. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015

• Pretext task: randomly sample 
a patch and one of 8 neighbors 

• Guess the spatial relationship 
between the patches

A: Bottom right A: Top center

https://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Doersch_Unsupervised_Visual_Representation_ICCV_2015_paper.pdf


Context prediction: Semantics from a non-semantic task

Source: A. Efros



Context prediction: Details

C. Doersch, A. Gupta, A. Efros. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015

Prevent “cheating”: sample patches 
with gaps, pre-process to overcome 
chromatic aberration

AlexNet-like architecture

shared 
weights

softmax

https://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Doersch_Unsupervised_Visual_Representation_ICCV_2015_paper.pdf


Jigsaw puzzle solving

M. Noroozi and P. Favaro. Unsupervised Learning of Visual Representations by Solving Jigsaw Puzzles. ECCV 2016

Crop out tiles Shuffle Pretext task: reassemble

Claim: jigsaw solving is easier than context prediction, trains faster, transfers better

https://arxiv.org/pdf/1603.09246.pdf


Jigsaw puzzle solving: Details

Context free network (CFN)

Predetermined set of 
1000 permutations 

(out of 362,880 
possible)

M. Noroozi and P. Favaro. Unsupervised Learning of Visual Representations by Solving Jigsaw Puzzles. ECCV 2016

https://arxiv.org/pdf/1603.09246.pdf


Rotation prediction

S. Gidaris, P. Singh, and N. Komodakis. Unsupervised representation learning by predicting image rotations.  ICLR 2018

• Pretext task: recognize image rotation (0, 90, 180, 270 degrees)

https://arxiv.org/pdf/1803.07728.pdf


Rotation prediction

S. Gidaris, P. Singh, and N. Komodakis. Unsupervised representation learning by predicting image rotations.  ICLR 2018

During training, feed in all four rotated versions of an image in the same mini-batch

https://arxiv.org/pdf/1803.07728.pdf


PASCAL VOC Transfer Results

Method Classification Detection (mAP) Segmentation (mIoU)

Supervised (ImageNet) 79.9 56.8 48.0
Colorization 65.6 46.9 35.6
Context 65.3 51.1
Jigsaw 67.6 53.2 37.6
Rotation 73.0 54.4 39.1



Self-supervised learning: Outline
• Data prediction 

• Colorization 

• Transformation prediction 
• Context prediction, jigsaw puzzle solving, rotation prediction 

• “Siamese” methods



“Siamese” methods
• Extract representations from two transformed versions of  

a data point, encourage these representations to be similar (or 
to have other desirable properties) 

• Contrastive methods: train using both positive (similar) and negative 
(dissimilar) pairs 

• Non-contrastive methods: train with only positive examples

Source: A. Efros

Similarity 
score

Data 𝑇(𝑥) Network

Data 𝑇′ (𝑥) Network



Contrastive methods
• Encourage representations of transformed versions of the 

same image to be the same and different images to be 
different 

Figure 
source

https://amitness.com/2020/03/illustrated-pirl/
https://amitness.com/2020/03/illustrated-pirl/
https://amitness.com/2020/03/illustrated-pirl/


Contrastive loss formulation
• Given:  

• Query point   

• Positive sample : version of  subjected to a random transformation 
or augmentation (cropping, rotation, color change, etc.)  

• Negative samples 

𝑥
𝑥+ 𝑥

𝑥−

 𝑥 𝑥+ 𝑥−



Contrastive loss formulation
• Given: query , positive sample , negative samples  
• Measure similarity by dot product of L2-normalized feature 

representations:  

• Contrastive loss: make  similar to , dissimilar from : 

• Intuitively, this is the loss of a softmax classifier that tries to 
classify  as 

𝑥 𝑥+ 𝑥−

sim(𝑥, 𝑦) =
𝑓(𝑥)
𝑓(𝑥)

2

∙
𝑓(𝑦)
𝑓(𝑦)

2

𝑥 𝑥+ 𝑥−

𝑙(𝑥, 𝑥+) = − log
exp(sim(𝑥, 𝑥+)/𝜏)

exp(sim(𝑥, 𝑥+)/𝜏) + ∑𝑁
𝑗=1 exp(sim(𝑥, 𝑥−

𝑗 )/𝜏)

𝑥 𝑥+



Mechanisms for obtaining negative samples

K. He et al. Momentum Contrast for Unsupervised Visual Representation Learning. CVPR 2020

https://openaccess.thecvf.com/content_CVPR_2020/papers/He_Momentum_Contrast_for_Unsupervised_Visual_Representation_Learning_CVPR_2020_paper.pdf


MoCo results

K. He et al. Momentum Contrast for Unsupervised Visual Representation Learning. CVPR 2020

Comparison on linear ImageNet classification 
(supervised accuracy above 75%)

https://openaccess.thecvf.com/content_CVPR_2020/papers/He_Momentum_Contrast_for_Unsupervised_Visual_Representation_Learning_CVPR_2020_paper.pdf


SimCLR

T. Chen, S. Kornblith, M. Norouzi, and G. Hinton. A Simple Framework for Contrastive Learning of Visual 
Representations. ICML 2020

• Instead of memory bank 
or queue, use large mini-
batch size (on cloud TPU) 

• Introduce nonlinear 
projection ( ) between 
representation ( ) and 
feature used for 
computing contrastive loss 
( )

𝑔

h

𝑧

https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf


SimCLR

T. Chen, S. Kornblith, M. Norouzi, and G. Hinton. A Simple Framework for Contrastive Learning of Visual 
Representations. ICML 2020

• Performed extensive ablation study of data augmentations 
• Found that composing multiple augmentations gives the 

best results 

https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf


SimCLR: Evaluation

T. Chen, S. Kornblith, M. Norouzi, and G. Hinton. A Simple Framework for Contrastive Learning of Visual 
Representations. ICML 2020

No detection evaluation

https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf
https://arxiv.org/pdf/2002.05709.pdf


Non-contrastive methods
• Extract representations from two transformed versions of  

a data point, encourage these representations to be similar (or 
to have other desirable properties) 

• Contrastive methods: train using both positive (similar) and negative 
(dissimilar) pairs 

• Key challenge: sampling of negative pairs 

• Non-contrastive methods: train with only positive examples 
• Key challenge: avoiding degenerate solutions (all representations collapsing 

to constant output value)

Source: A. Efros

Similarity 
score

Data 𝑇(𝑥) Network

Data 𝑇′ (𝑥) Network



BYOL

J.-B. Grill et al. Bootstrap Your Own Latent A New Approach to Self-Supervised Learning. NeurIPS 
2020 

• Use momentum encoder, but without the queue of negative examples 
• Use projection head like SimCLR, add prediction head to online 

network

https://papers.nips.cc/paper/2020/file/f3ada80d5c4ee70142b17b8192b2958e-Paper.pdf


BYOL: Evaluation



But	remember	…

“Small”	domain	shifts	can	impact	performance	

• resolution,	size/pose/class,	novel	classes	

Self/semi-supervised	learning	is	brittle	in	fine-
grained	domains	

• difficult	task,	long-tailed	data	

Far	from	working	on	non-curated	data!

58

Uin Uout

data	sources

“in	domain” “out	of	domain”



Self-supervised learning: Outline
• Data prediction 

• Colorization 

• Transformation prediction 
• Context prediction, jigsaw puzzle solving, rotation prediction 

• “Siamese” methods 
• Contrastive methods 
• Non-contrastive methods 

• Self-supervision beyond still images 
• Video, audio, language



Learning from audio

A. Owens et al. Ambient Sound Provides Supervision for Visual Learning. ECCV 2016

https://arxiv.org/pdf/1608.07017.pdf


Video correspondence features

A. Jabri, A. Owens, and A. Efros. Space-time correspondence as a contrastive random walk. NeurIPS 
2020

https://proceedings.neurips.cc/paper/2020/file/e2ef524fbf3d9fe611d5a8e90fefdc9c-Paper.pdf


Future prediction

J. Walker et al. An Uncertain Future: Forecasting from Static Images Using Variational Autoencoders. ECCV 2016

http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf
http://arxiv.org/pdf/1606.07873.pdf


3D shapes and convexity

● Final Task: separate 3D objects (chairs, tables..) into parts (legs, back, handles…)



More on the pretext task - approx convexity

● Pretext Task: off-the-shelf package for “approximate convex 
decomposition” 

○ Get a large number of unlabeled 3D shapes 
○ Run off-the-shelf “ACD” software to get decompositions 
○ Train your favorite 3D neural network on this, and then apply on final task

http://www.cs.tau.ac.il/~noafish/wcseg/


10-Shot Segmentation Results

[ECCV 2020]

Gadelha and RoyChowdhury, et al., ECCV 2020

https://arxiv.org/pdf/2003.13834.pdf


Large Language Models

https://twitter.com/thealexbanks/status/1624400398114234370

Finetuning 
ChatGPT

Human examples 
Human preferences 

RLHF

pre-train transformers on text



Summary of self-supervision via pretext-tasks

Slides from Andreas Geiger, MPI Tubingen

https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/informatik/lehrstuehle/autonomous-vision/lectures/computer-vision/

