Lecture 4:
Optimization:
Stochastic Gradient Descent
and Backpropagation
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(xz, W) = Wz are:

Given an example (:I:i, yz)
where z; is the image ana
where g; is the (integer) label,

and using the shorthand for the scores
vector: si = f(z;, W)

the SVM loss has the form:

cat
Q5: usually at
car initialization W are small
frog -1.7 2.0 -3.1 numbers, so all s ~= 0.
What is the loss?
Losses: 2.9 0 12.9
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hinge loss (SVM)
-2.85
matrix multiply + bias offset max(0, -2.85 - 0.28 + 1) +
—» | 0.86 max(0, 0.86 - 0.28 + 1)
0.01 | -005 | 0.1 | 0.05 15 0.0 =
P 1.58
07 | 02 | 0.05 | 0.16 22 + 0.2
0.0 | -045| -0.2 | 0.03 -44 -03 cross-entropy loss (Softmax)
-2.85 0.058 0.016
%4 56 b
ex normalize
> | 0.86 _p, 236 | — 5| 0631 | -l0g(0353)
',L.’I, (to sum =
to one) 0.452
0.28 1.32 0.353
Y; | 2
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Softmax vs. SVM

L; = —log( iy;] ) L = Z#yz_ max(0, s; — 8y, + 1)

Subhransu Maji, Chuang Gan and TAs Lecture 4 - 4 Sept. 14, 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



Optimization
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Recap

- We have some dataset of (x,y) eq.
- We have a score function: s = f(z; W) =Wz
- We have a loss function:

Softmax

L; = —log(<=

Z 6 SVM regularization loss

g o : W ‘ L
L’L - Z]#yz maX(O) S] — Syz + 1) scorefunctlon‘uf(xi,wj it =£

\A

- % Z:f\il Li + R(W) Full loss Ti|
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Strategy #1: A first very bad idea solution: Random search

bestloss = float("inf")
for num in xrange(1000):
W = np.random.randn(10, 3073) * 0.0001
loss = L(X train, Y_train, W) # get the 1
if loss < bestloss:
bestloss = loss
bestW = W
print 'in attempt %d the loss was %f, best %f' % (num, loss, bestloss)
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Let’'s see how well this works on the test set...

Yte predict = np.argmax(scores, axis = 0)
np.mean(Yte predict == Yte)

15.5% accuracy! not bad!
(SOTA is ~95%)
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Assume X test 1s [3073 x 10000], Y est [1000¢ 1
' 8 , TN '\ $ | o —
scores = Wbest.dot(Xte cols) # 10 x 106000, e class 0 ¢ €
# find the index with max score in each column (the predicted class)

Yte predict =

np.argmax(scores, axis =

nad ra 1late accrracv (fraction ot 1 ~Yo bl e o
U CalCldlall kj' L ‘{J’il’k" dCLlLUll Ul JI | C COI

np.mean(Yte predict == Yte)

- - " M~ -
14 Fetllrncec ( I'NH™S
™ r/ L LCldd i 5 “" v A
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15.5% accuracy! not bad!
(SOTA is ~95%)
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Strategy #2: Follow the slope

In 1-dimension, the derivative of a function:

df(z) _ . fl@+h) - f(a)

dx h —0 h

In multiple dimensions, the gradient is the vector of (partial derivatives).
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Consider the function
z2(z,y) = z° + 9%,

and suppose we are interested in evaluating the gradient of this function at the point

(z,y) = (5,3).
Evaluate the gradient:
0z 0
— =42
ox
0z
— =2y.
dy .
The algebraic expression of the gradient is just the collection of these partials into a “vector”:
2z
Vz = [2y]

The evaluation of this gradient at the point (z,y) = (5,3) is simply

V2(5,3) = E ; g] . [160] |
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A sneak “preview” of the motivation for backpropagation
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Consider the function
z2(z,y) = z° + 9%,

and suppose we are interested in evaluating the gradient of this function at the point

(z,y) = (5,3).
Evaluate the gradient:

0z 0

— =42
ox

0z

— = 2y.
dy .

The algebraic expression of the gradient is just the collection of these partials into a “vector”:
7 R [gz] ' < Don’t care about this

The evaluation of this gradient at the point (z,y) = (5,3) is simply

B 5] {10] < Do care about this

Vilpid) = [2 X 3 6
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Numerical evaluation of the gradient...
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current W: gradient dW:

[0.34,

-1.11,

0.78,

0.12,

0.55,

2.81,

-3.1,

-1.5,

0.33,...]

loss 1.25347

"

10 BELO TS BTG BTG BTG BETH BT |

-~
[]
[]

| S
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current W: W + h (first dim): gradient dW:
[0.34, [0.34 + 0.0001, [?,
-1.11, -1.11, ?,
0.78, 0.78, ?,
0.12, 0.12, ?,
0.95, 0.95, ?,
2.81, 2.81, ?,
-3.1, -3.1, ?,
-1.5, -1.5, ?,
0.33,...] 0.33,...] ?,...]
loss 1.25347 loss 1.25322
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current W: W + h (first dim): gradient dW:

0.34, 10.34 + 0.0001, [-2.5,

'1.11, -1-115 ?1 '

0.78, 0.78, ?, \

8-;? 8-;? (1.25322 - 1.25347)/0.0001
. ’ . ’ =-2.5

2?;811 ’ 2?;811 ’ ifx) _ . fa+h) -~ fa
-J. I, =J. |, dx h —0 h

'1.5, -1-5’ 7,

0.33,..] 0.33,..] 2]

loss 1.25347 loss 1.25322
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current W: W + h (second dim): gradient dW:
[0.34, [0.34, [-2.5,
-1.11, -1.11 + 0.0001, ?,
0.78, 0.78, ?,
0.12, 0.12, ?,
0.55, 0.55, ?,
2.81, 2.81, ?,
-3.1, -3.1, ?,
-1.5, -1.5, ?,
0.33,...] 0.33,...] ?,...]
loss 1.25347 | loss 1.25353
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current W: W + h (second dim): gradient dW:
[0.34, [0.34, [-2.5,

RRLY -1.11 + 0.0001, 0.6, .

0.78, 0.78, 2, \

0.12, 0.12, ?,

0.95, 0.99, (1.25353 - 1.25347)/0.0001
2.81, 2.81, =0.6

-3.1, -3.1, af(z) _ . f@+h) - f@)
-1.5, -1.5, & % h
0.33,...] 0.33,...] 7]

loss 1.25347 | loss 1.25353
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current W: W + h (third dim): gradient dW:
[0.34, [0.34, [-2.5,
-1.11, -1.11, 0.6,
0.78, 0.78 + 0.0001, ?,
0.12, 0.12, ?,
0.55, 0.55, ?,
2.81, 2.81, ?,
-3.1, -3.1, ?,
-1.5, -1.5, ?,
0.33,...] 0.33,...] ?,...]
loss 1.25347 | loss 1.25347
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current W: W + h (third dim): gradient dW:
[0.34, [0.34, [-2.5,

1.1, 1.1, 0.6,

0.78, 0.78 + 0.0001, 0

0.12, 0.12, ?,

0.55, 0.55, 2 \

2.81. 281, (1.25347 - 1.25347)/0.0001
31, 31, =0

1.5, 1.5, 1560) _ p, So ) =0
0.33,...] 0.33,...] _—

loss 1.25347 | loss 1.25347
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current W gradient dW:
[0.34, [-2.5,
111, dw = ... 06
0.78, (some function of 0

0.12, data and W) 0.2
0.55, 07
2.81, T s
31, 1.1,
1.9, 1.3,
0.33,...] 211
loss 1.25347
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Eva I U ati N g th e def eval_numerical gradient(f, x):

a naive implementation of numerical gradient of f at x

L ] n
radlent numerl CaII - f should be a function that takes a single argument
- X is the point (numpy array) to evaluate the gradient at

fx = f(x) # evaluate function value at
grad = np.zeros(x.shape)

f(iL’ -+ h) —_ f(x) h = 0.00001
h

it = np.nditer(x, flags=['multi index'], op flags=['readwrite'])
while not it.finished:

ix = it.multi index

old value = x[ix]

x[ix] = old value + h # ir
fxh = f(x)

x[ix] = old_value # restor

grad[ix] = (fxh - fx) / h # th
it.iternext() # step t X

return grad
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Evaluating the
gradient numerically

— = 11IImn
dx h —0

af(z) _ . fe+h) - f@)
h

- approximate
- very slow to evaluate

Subhransu Maji, Chuang Gan and TAs

def eval_numerical_gradient(f, x):

a naive implementation of numerical gradient of f at x
- f should be a function that takes a single argument
- X is the point (numpy array) to evaluate the gradient at

fx = f(x) # evaluat
grad = np.zeros(x.shape)
h = 0.00001

it = np.nditer(x, flags=['multi index'], op flags=['readwrite'])

while not it.finished:

ix = it.multi index

old value = x[ix]

x[ix] = old value + h # ir
fxh = f(x) #

x[ix] = old_value #

grad[ix] = (fxh - fx) / h # th
it.iternext() # o x 1

return grad
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This is silly. The loss is just a function of W:
L=5Y Li+YX,W

Li =), max(0,s; — sy, +1)

s= f(z; W) =Wz

“The gradient of the loss L with respect to the
Want VWL < parameters W”
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This is silly. The loss is just a function of W:

N
L=535 L0+, W
Li =), max(0,s; — sy, +1)
s= f(z; W) =Wz

want VL

/ ~

—
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Retropolis

During a pandemic, Isaac Newton had to work from home,
too. He used the time wisely.

1. Developed calculus
2. Fundamentals of optics
3. Theory of gravity

...not too shabby!

A later portrait of Sir Isaac Newton by Samuel Freeman. (British Library/National Endowment for the Humanities|

By Gillian Brockell

March 12, 2020 at 2:18 p.m. EDT

Isaac Newton was in his early 20s when the Great Plague of London hit. He wasn’t a “Sir” yet, didn’t S e pt . 1 4 y 2 O 2 3
OITIE aes RINaAly provide oy re C d|ufll vvU K LE cad-




This is silly. The loss is just a function of W:
L=5Y Li+YX,W

Li =), max(0,s; — sy, +1)

s= f(z; W) =Wz
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In summary:

- Numerical gradient: approximate, slow, easy to write

- Analytic gradient: exact, fast, error-prone

=>

In practice: Always use analytic gradient, but check

Implementation with numerical gradient. This is called a
gradient check.
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Gradient Descent

while True:
weights grad = evaluate gradient(loss fun, data, weights)
weights += - step size * weights grad # perform parameter update
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original W

o

negative gradient direction
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Mini-batch Gradient Descent

- only use a small portion of the training set to compute the gradient.

while |
data batch = sample training data(data, 256) # = )
weights grad = evaluate gradient(loss fun, data batch, welghts)
weights += - step size * weights grad # 31 21 pdat

Common mini-batch sizes are 32/64/128 examples
e.g. Krizhevsky ILSVRC ConvNet used 256 examples
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Mini-batch Gradient Descent

- only use a small portion of the training set to compute the gradient.
Why?
- Goal is to estimate the gradient
- Trade-off between accuracy and computation
- No point in doing more computation if it won’t change the updates
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Mini-batch Gradient Descent

- only use a small portion of the training set to compute the gradient.

while |
data batch = sample training data(data, 256) # = )
weights grad = evaluate gradient(loss fun, data batch, welghts)
weights += - step size * weights grad # 31 21 pdat

Common mini-batch sizes are 32/64/128 examples
e.g. Krizhevsky ILSVRC ConvNet used 256 examples
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25

Example of optimization progress while
training a neural network.

20}

(Loss over mini-batches goes down
over time.)

Loss

00 1 1 1 1
0 20 40 60 80 100
Epoch >
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The effects of step size (or “learning rate”)
25 - - - - “l

loss

20}

low learning rate

Loss

high learning rate

good learning rate
s 2 % ® ® 00 >

Epoch p] epOCh
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Mini-batch Gradient Descent

- only use a small portion of the training set to compute the gradient.

while

data batch = sample training data(data, 256) # sample 256 example
weights grad = evaluate gradient(loss fun, data batch, weights)
weights += - step size * weights grad # perform parameter update

\ we will look at more
Common mini-batch sizes are 32/64/128 examples fancy update formulas

. (momentum, Adagrad,
e.g. Krizhevsky ILSVRC ConvNet used 256 examples RMSProp, Adam, ...)

Subhransu Maji, Chuang Gan and TAs
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The effects of | — Momentum
different - NAG
Adagrad
update form —— Adadelta
formulas e = — Rmsprop

(image credits to Alec Radford)
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Backpropagation
and
Neural Networks part 1

Subhransu Maji, Chuang Gan and TAs Lecture 4 - 42  Sept. 14, 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller



Where we are...

s= f(z; W) =Wg scores function
Li =), max(0,s; — sy, +1) SVM loss

I — % Zf\il Li+Y, Wk2 data loss + regularization
want \Vw L
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Optimization

Ny — SGD
= Momentum
w NAG

- Adagrad
Adadelta
Rmsprop

TrrTTrTrTT

=

while True: (image credits

weights grad = evaluate gradient(loss fun, data, weights) to Alec Radford)
weights += - step size * weights _grad # perform parameter update

# Vanilla Gradient Descent
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Gradient Descent

df(z) _ . fl@+h) - f(@)

dx h —0 h

Numerical gradient: slow :(, approximate :(, easy to write :)
Analytic gradient: fast :), exact :), error-prone :(

In practice: Derive analytic gradient, check your
Implementation with numerical gradient
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Computational Graph

f=Wgz| [Li=)_,,, max(0,s; — sy + 1)

I

/ @ s (scores) - @_ ]
e

vR(W)
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Convolutional Network 7
(AlexNet) L

nputimage — g
weights ——— . Kl

loss
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Neural Turing Machine / 3

Input tape

loss

\
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Consider the function
z2(z,y) = z° + 9%,

and suppose we are interested in evaluating the gradient of this function at the point

(z,y) = (5,3).
Evaluate the gradient:
0z 0
— =42
ox
0z
— =2y.
dy .
The algebraic expression of the gradient is just the collection of these partials into a “vector”:
2z
Vz = [2y]

The evaluation of this gradient at the point (z,y) = (5,3) is simply

V2(5,3) = E ; g] . [160] |

Subhransu
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Consider the function
z2(z,y) = z° + 9%,

and suppose we are interested in evaluating the gradient of this function at the point

(z,y) = (5,3).
Evaluate the gradient:

0z 0

— =42
ox

0z

— = 2y.
dy .

The algebraic expression of the gradient is just the collection of these partials into a “vector”:
7 R [gz] ' < Don’t care about this

The evaluation of this gradient at the point (z,y) = (5,3) is simply

B 5] {10] < Do care about this

Vilpid) = [2 X 3 6

Subhransu

2023
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X =2
f(z,y,2) = (z +y)z ~
eg.x=-2,y=95,z=-4 y 5 —_—
z 4
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f(a:,y,z):(:c+y)z y 3
eg.x=-2,y=5z=-+4 y 5

=12

of of of
Oz’ Oy’ 0z

Want:
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X =2
f(@,y,2) = (z +y)z 9
+
eg.x=-2,y=95,z=+4 7.8 —_—
z 4

Critical technique!
Introduce names (variables)
for intermediate results!

of Of Of
Oz’ Oy’ 0z

Want:
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X =2
f(z,y,2) = (z +y)z -
+
eg.x=-2,y=95,z=+4 7.8 .
z -4
q=+Y
f ' Critical technique!
Introduce names (variables)
for intermediate results!

of of of
Oz’ Oy’ 0z

Want:
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f(a:,y,z):(:c+y)z ng
eg.x=-2,y=5z=-+4 y 5

f -12
g=z+y %:1,%:1 ‘=
f=az H=%% =4 crtattecmigse
for intermediate results!
Want: gi, ?9;’ g];
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f(z,,2) = (z + )z DQ 3
eg.x=-2,y=5z=-+4 y 5

Fiil
_ 9  , 0q z 4 f
=Ty 5 =lip =1 /
of
of of i
f=e¢ 5% =%% =1 af
. Of of of
Want: ot O 02
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f(a:,y,z) = (ZB +y)z

oz~ gy = 1

0q Z’E:q

. of oOf of
Want: ot O 02
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f(z,,2) = (z + )z DQ 3
eg.x=-2,y=5z=-+4 y 5

f -12
1
o dqg dqg 7
q_w_l—y %—175_1 D ——
of
of of s
f=4qz %0 =% =4 0z
. of oOf of
Want: ot O 02
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f(z,,2) = (z + )z DQ 3
eg.x=-2,y=5z=-+4 y 5

Fal
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Subhransu Maji, Chuang Gan and TAs Lecture 4 - 60 Sept. 14, 2023

Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller
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Lecture 4 - 62
Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller

Sept. 14, 2023
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Subhransu Maji, Chuang Gan and TAs

Lecture 4 - 64
Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller

Sept. 14, 2023
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Lecture 4 - 65
Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller

Sept. 14, 2023
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Lecture 4 - 66
Some slides kindly provided by Fei-Fei Li, Jiajun Wu, Erik Learned-Miller

Sept. 14, 2023



