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Section 1

The Quest for Deep Generative Models
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IRIS dataset

(a) Setosa (b) Versicolor

Figure: Two types of Iris flower
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Simple Generative Model: Binary Logistic Regression

Model
Model:

pθ(y|x) = Ber(y|
p︷ ︸︸ ︷

σ(wTx+ b))

⇒
{
pθ(y = 1|x) = p

pθ(y = 0|x) = 1− p

where:
σ(·)
w
b
θ = [b;w]

Sigmoid function
Weight vector
Bias value
Model parameters
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Sampling from Binary Logistic Regression
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p(y|x) = Ber(y|0.937)

Figure: Query inference

Sampling
Sampling from pθ(y|xq) = Ber(y|0.937)

u ∼ U(0, 1)

y =

{
0 if u ≥ 0.937)

1 if u < 0.937)
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BLR Limitation

Limitation
☞ y ∈ {0, 1}: y is a binary random

variable.
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Generative Model: Multinomial Logistic Regression

Model
Model:

pθ(y|x) = Cat(y|
p=[p0,...,pL−1]

T

︷ ︸︸ ︷
S(Wx+ b) )

⇒





pθ(y = 0|x) = p0
...
pθ(y = L− 1|x) = pL−1

where:

S(·)
W ∈ RC×D

b ∈ RC

θ = {W , b}
a = Wx+ b

Softmax function
Weight matrix
Bias vector
Model parameters
logits vector
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Sampling from Multinomial Logistic Regression
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Figure: Query inference

Sampling
Sampling from pθ(y|xq) =

Cat


y|



0.00
0.80
0.20






p =




0.0
0.2
0.8


⇒ c =




0.0
0.2
1




u ∼ U(0, 1)

y =





0 if u ≤ 0
1 if 0 < u ≤ 0.2
2 if u ≤ 1

Sajjad Amini DGM-S01 The Quest for Deep Generative Models 9 / 62



MLR Limitation

Limitation
☞ Linear decision boundaries
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Figure: Not linearly separable dataset
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Feature Transformation
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Classification in the Transformed Space
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The Era of Deep Learning
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Figure: Learning suitable transformation from data using Deep Neural Networks
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What We Can Do So Far

Model Distribution Sample

Binary Logistic Regression

pθ(y|x){
x ∈ RD

y ∈ {0, 1}
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Multinomial Logistic Regression

pθ(y|x){
x ∈ RD

y ∈ {1, 2, . . . , L}
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DNN Feature Transformation
+

Multinomial Logistic Regression

pθ(y|x){
x ∈ RD

y ∈ {1, 2, . . . , L}
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Limitation

Limitation
y is assumed to be a one-dimensional random variable and cannot be extended
to the case where y is a high-dimensional random vector.
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Text-to-Speech Models [1]

Text-to-Speech Models

p(y|x) :
{
y : An audio file

x : A text

x =

“A single Wavenet can
capture the characteristics of many
different speakers with equal fidelity,

not it’s fast.”

Samplingp(x|y)
==========⇒ y = Play
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Text-to-Image Models [2]

Text-to-Image Models

p(y|x) :
{
y : An image

x : A text Sprouts in the shape of text ‘Imagen’ coming out of a
fairytale book.

A photo of a Shiba Inu dog with a backpack riding a
bike. It is wearing sunglasses and a beach hat.

A high contrast portrait of a very happy fuzzy panda
dressed as a chef in a high end kitchen making dough.
There is a painting of flowers on the wall behind him.

Teddy bears swimming at the Olympics 400m Butter-
fly event.

A cute corgi lives in a house made out of sushi. A cute sloth holding a small treasure chest. A bright
golden glow is coming from the chest.

A brain riding a rocketship heading towards the moon. A dragon fruit wearing karate belt in the snow. A strawberry mug filled with white sesame seeds. The
mug is floating in a dark chocolate sea.

Figure 1: Select 1024× 1024 Imagen samples for various text inputs. We only include photorealistic
images in this figure and leave artistic content to the Appendix, since generating photorealistic images
is more challenging from a technical point of view. Figs. A.1 to A.3 show more samples.

2

Figure: x for y = “Teddy bears swimming at the Olympics 400m Butterfly event.”
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Image-to-Image Translation [3]

Image Colorization

p(y|x) :
{
y : A Colored image

x : A Gray − scale image
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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erate high-fidelity output across tasks without task-specific
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(c) Ground truth
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Image-to-Image Translation [3]

Image Inpainting

p(y|x) :
{
y : A clean image

x : A corrupted image
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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Image-to-Image Translation [3]

Image Uncropping

p(y|x) :
{
y : A clean image

x : A cropped image
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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lation based on conditional diffusion models and evaluates this
framework on four challenging image-to-image translation tasks,
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Our simple implementation of image-to-image diffusionmodels out-
performs strong GAN and regression baselines on all tasks, without
task-specific hyper-parameter tuning, architecture customization,
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.

(c) Ground truth
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Image-to-Image Translation [3]

Image Restoration

p(y|x) :
{
y : A clean image

x : A degraded image
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lation based on conditional diffusion models and evaluates this
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Our simple implementation of image-to-image diffusionmodels out-
performs strong GAN and regression baselines on all tasks, without
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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Our simple implementation of image-to-image diffusionmodels out-
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Inception Score, Classification Accuracy of a pre-trained ResNet-
50, and Perceptual Distance against original images). We expect
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palette.github.io/ for an overview of the results and code.

CCS CONCEPTS
• Computing methodologies→ Neural networks.

KEYWORDS
Deep learning, Generative models, Diffusion models.
ACM Reference Format:
Chitwan Saharia, William Chan, Huiwen Chang, Chris A. Lee, Jonathan
Ho, Tim Salimans, David Fleet, and Mohammad Norouzi. 2022. Palette:

This work is licensed under a Creative Commons Attribution-Share Alike
International 4.0 License.

SIGGRAPH ’22 Conference Proceedings, August 7–11, 2022, Vancouver, BC, Canada
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9337-9/22/08.
https://doi.org/10.1145/3528233.3530757

Image-to-Image Diffusion Models. In Special Interest Group on Computer
Graphics and Interactive Techniques Conference Proceedings (SIGGRAPH ’22
Conference Proceedings), August 7–11, 2022, Vancouver, BC, Canada. ACM,
New York, NY, USA, 10 pages. https://doi.org/10.1145/3528233.3530757

Input Output Original

Co
lo
riz

at
io
n

In
pa
in
tin

g
Un

cr
op

pi
ng

JP
EG

re
st
or
at
io
n

Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.
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lation based on conditional diffusion models and evaluates this
framework on four challenging image-to-image translation tasks,
namely colorization, inpainting, uncropping, and JPEG restoration.
Our simple implementation of image-to-image diffusionmodels out-
performs strong GAN and regression baselines on all tasks, without
task-specific hyper-parameter tuning, architecture customization,
or any auxiliary loss or sophisticated new techniques needed. We
uncover the impact of an L2 vs. L1 loss in the denoising diffusion
objective on sample diversity, and demonstrate the importance of
self-attention in the neural architecture through empirical studies.
Importantly, we advocate a unified evaluation protocol based on
ImageNet, with human evaluation and sample quality scores (FID,
Inception Score, Classification Accuracy of a pre-trained ResNet-
50, and Perceptual Distance against original images). We expect
this standardized evaluation protocol to play a role in advancing
image-to-image translation research. Finally, we show that a gen-
eralist, multi-task diffusion model performs as well or better than
task-specific specialist counterparts. Check out https://diffusion-
palette.github.io/ for an overview of the results and code.
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Figure 1: Image-to-image diffusion models are able to gen-
erate high-fidelity output across tasks without task-specific
customization or auxiliary loss.

(c) Ground truth
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The Era of Deep Learning

p(y), y∈R1024x1024

p(y|’Statue of Liberty in UMass Amherst’)

x

Figure: Probabilistic intuition to deep generative models
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Section 2

Big Picture
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Deep Generative Modeling Big Picture [4]

pdata(x)

P={p(·)}

Pθ = {pθ(·)}
pdata(x)

pθ(x)

L(θ) = (dist(p
data(x),p

θ(x))

pθ*(x)

θ* = argminθL(θ)
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Generative Model

Generative Model Learning
Experience:

D = {xi}Ni=1

Objective:
Estimating distribution pθ(x)

Tasks:
Density estimation: pθ(xnew)
Generation: xnew ∼ pθ(x)
High-level representation z
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Section 3

Generative Adversarial Networks
(Latent Variable Model)
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Subsection 1

Family Selection
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Family Overview

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Specifications
z ∈ R100 ∼ N (0, I)

x′ ∈ R64×64×3: Generated Images
x ∈ R64×64×3: Real Images
θg,θd: Generator and discriminator parameters
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Generator in Deep Convolutional GAN [5]Under review as a conference paper at ICLR 2016

Figure 1: DCGAN generator used for LSUN scene modeling. A 100 dimensional uniform distribu-
tion Z is projected to a small spatial extent convolutional representation with many feature maps.
A series of four fractionally-strided convolutions (in some recent papers, these are wrongly called
deconvolutions) then convert this high level representation into a 64 × 64 pixel image. Notably, no
fully connected or pooling layers are used.

suggested value of 0.9 resulted in training oscillation and instability while reducing it to 0.5 helped
stabilize training.

4.1 LSUN

As visual quality of samples from generative image models has improved, concerns of over-fitting
and memorization of training samples have risen. To demonstrate how our model scales with more
data and higher resolution generation, we train a model on the LSUN bedrooms dataset containing
a little over 3 million training examples. Recent analysis has shown that there is a direct link be-
tween how fast models learn and their generalization performance (Hardt et al., 2015). We show
samples from one epoch of training (Fig.2), mimicking online learning, in addition to samples after
convergence (Fig.3), as an opportunity to demonstrate that our model is not producing high quality
samples via simply overfitting/memorizing training examples. No data augmentation was applied to
the images.

4.1.1 DEDUPLICATION

To further decrease the likelihood of the generator memorizing input examples (Fig.2) we perform a
simple image de-duplication process. We fit a 3072-128-3072 de-noising dropout regularized RELU
autoencoder on 32x32 downsampled center-crops of training examples. The resulting code layer
activations are then binarized via thresholding the ReLU activation which has been shown to be an
effective information preserving technique (Srivastava et al., 2014) and provides a convenient form
of semantic-hashing, allowing for linear time de-duplication . Visual inspection of hash collisions
showed high precision with an estimated false positive rate of less than 1 in 100. Additionally, the
technique detected and removed approximately 275,000 near duplicates, suggesting a high recall.

4.2 FACES

We scraped images containing human faces from random web image queries of peoples names. The
people names were acquired from dbpedia, with a criterion that they were born in the modern era.
This dataset has 3M images from 10K people. We run an OpenCV face detector on these images,
keeping the detections that are sufficiently high resolution, which gives us approximately 350,000
face boxes. We use these face boxes for training. No data augmentation was applied to the images.

4

Figure: Generator Architecture in DCGAN (input: z ∈ R100, output: x′ ∈ R64×64×3)
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Discriminator in Deep Convolutional GAN [5]

Figure: Discriminator Architecture in DCGAN (input: x ∈ R64×64×3, output:
p ∈ [0, 1]) [6]
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Subsection 2

Distance Metric
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Distance Metric

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Training Generator

Assume we have trained a powerful discriminator such that:

{
Dθd(x) ≃ 1

Dθd(x
′) ≃ 0

Then a good generator can be trained as:

min
θg

Ez∼p(z) log(1−Dθd(

x′
︷ ︸︸ ︷
Gθg (z)))
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Distance Metric

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Training Discriminator
Assume we have trained a powerful generator that can generate samples quite
similar to real ones. Then a good discriminator can be trained as:

max
θd

[
Ex∼pdata

logDθd(x) + Ez∼p(z) log
(
1−Dθd(Gθg (z))

)]
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Distance Metric

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Training GAN
In practice, there is neither a powerful generator nor a powerful discriminator
available at the start. Thus both should be trained in a min-max optimization
as:

argmin
θg

argmax
θd

[
Ex∼pdata

logDθd(x) + Ez∼p(z) log
(
1−Dθd(Gθg (z))

)]

Sajjad Amini DGM-S01 GAN 34 / 62



Distance Metric

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Desired Convergence situation
We have a successful learning if:

A powerful discriminator is trained.
The generator can fool the discriminator with high probability.
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GANs

Z Gθg(z)
Generator

x’~pθg(x)

x~pdata(x)

0/1
Dθd(x)

Discriminator

Figure: GAN Architecture

Monte Carlo Estimation

argmin
θg

argmax
θd


Ex∼pdata

logDθd(x)︸ ︷︷ ︸
1
K

∑K
k=1 logDθd

(xk)

+Ez∼p(z) log
(
1−Dθd(Gθg (z))

)
︸ ︷︷ ︸

1
K

∑K
k=1 log(1−Dθd

(Gθg (zk)))
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Subsection 3

Applications
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Samples from Deep Convolutional GAN

Under review as a conference paper at ICLR 2016

Figure 2: Generated bedrooms after one training pass through the dataset. Theoretically, the model
could learn to memorize training examples, but this is experimentally unlikely as we train with a
small learning rate and minibatch SGD. We are aware of no prior empirical evidence demonstrating
memorization with SGD and a small learning rate.

Figure 3: Generated bedrooms after five epochs of training. There appears to be evidence of visual
under-fitting via repeated noise textures across multiple samples such as the base boards of some of
the beds.

4.3 IMAGENET-1K

We use Imagenet-1k (Deng et al., 2009) as a source of natural images for unsupervised training. We
train on 32× 32 min-resized center crops. No data augmentation was applied to the images.

5

Figure: Generated sample images from DCGAN trained on bedroom images [5]
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Application of Latent Representation [5]
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Figure: Finding the direction of smile in latent space zsmile
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Application of Latent Representation
Under review as a conference paper at ICLR 2016

Figure 7: Vector arithmetic for visual concepts. For each column, the Z vectors of samples are
averaged. Arithmetic was then performed on the mean vectors creating a new vector Y . The center
sample on the right hand side is produce by feeding Y as input to the generator. To demonstrate
the interpolation capabilities of the generator, uniform noise sampled with scale +-0.25 was added
to Y to produce the 8 other samples. Applying arithmetic in the input space (bottom two examples)
results in noisy overlap due to misalignment.

Further work is needed to tackle this from of instability. We think that extending this framework

10

Figure: Finding the direction of smile in latent space z [5]
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Application of Latent Representation

Under review as a conference paper at ICLR 2016

Figure 7: Vector arithmetic for visual concepts. For each column, the Z vectors of samples are
averaged. Arithmetic was then performed on the mean vectors creating a new vector Y . The center
sample on the right hand side is produce by feeding Y as input to the generator. To demonstrate
the interpolation capabilities of the generator, uniform noise sampled with scale +-0.25 was added
to Y to produce the 8 other samples. Applying arithmetic in the input space (bottom two examples)
results in noisy overlap due to misalignment.

Further work is needed to tackle this from of instability. We think that extending this framework

10

Figure: Finding the direction of wearing glasses in latent space z [5]
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Section 4

Autoregressive Models
(Likelihood Based Model)
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Subsection 1

Family Selection
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Sample DatasetExample of joint distribution

Suppose X1, . . . ,Xn are binary (Bernoulli) random variables, i.e.,
Val(Xi ) = {0, 1} = {Black,White}.
How many possible states?

2× 2× · · · × 2︸ ︷︷ ︸
n times

= 2n

Sampling from p(x1, . . . , xn) generates an image

How many parameters to specify the joint distribution p(x1, . . . , xn)
over n binary pixels?

2n − 1

CS236, Stanford University Deep Generative Models Lecture 2 6 / 29

Figure: Samples from binary MNIST dataset (x ∈ R784 and xi ∈ {0, 1})

Full Joint Using Chain Rule

p(x) = p(x1)p(x2|x1)p(x3|x2, x1) . . . p(x784|x783, . . . , x1)
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Complete Distribution Search

pdata(x)

pθ*(x)

(a) Typical P and Pθ

Example of joint distribution

Suppose X1, . . . ,Xn are binary (Bernoulli) random variables, i.e.,
Val(Xi ) = {0, 1} = {Black,White}.
How many possible states?

2× 2× · · · × 2︸ ︷︷ ︸
n times

= 2n

Sampling from p(x1, . . . , xn) generates an image

How many parameters to specify the joint distribution p(x1, . . . , xn)
over n binary pixels?

2n − 1

CS236, Stanford University Deep Generative Models Lecture 2 6 / 29

(b) Generated samples from pθ⋆ assuming P = Pθ we
can find pθ⋆ efficiently

Challenges

p(x) =

#p=1︷ ︸︸ ︷
p(x1)

#p=2︷ ︸︸ ︷
p(x2|x1) . . .

#p=2n−1

︷ ︸︸ ︷
p(x784|x783, . . . , x1)

Intractable number of parameters: 2784 − 1

Hard to optimize
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Small Subset Search

Pθ* 

pdata(x)

(a) Typical P and Pθ

Structure through independence

If X1, . . . ,Xn are independent, then

p(x1, . . . , xn) = p(x1)p(x2) · · · p(xn)

How many possible states? 2n

How many parameters to specify the joint distribution p(x1, . . . , xn)?

How many to specify the marginal distribution p(x1)? 1

2n entries can be described by just n numbers (if |Val(Xi )| = 2)!

Independence assumption is too strong. Model not likely to be useful

For example, each pixel chosen independently when we sample from it.

CS236, Stanford University Deep Generative Models Lecture 2 7 / 29

(b) Generated samples from pθ⋆ assuming we can
find pθ⋆ efficiently

Challenges

p(x) =

#p=1︷ ︸︸ ︷
p(x1)

#p=1︷ ︸︸ ︷
p(x2) . . .

#p=1︷ ︸︸ ︷
p(x784)

The resulting pθ(x) cannot capture the data distribution.
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Chain Rule

Chain Rule
Using the chain rule, we have:

p(x) = p(x1)p(x2|x<2) . . . p(xi|x<i) . . . p(x784|x<784), x<i ≜ [x1, . . . , xi−1]
T

Resembelence to BLR
Consider a factor in the right-hand side of the chain rule as:

p(xi|x<i), xi ∈ {0, 1}

This problem can be easily solved via BLR (or BLR over DNN features) as:

p(xi|x<i;wi, bi) = Ber(xi|σ(bi +wT
i x<i)),

{
bi ∈ R
wi ∈ Ri−1
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Our New Parametric Familty

Name
The new parametric distribution family is called Deep Autoregressive Mod-
els, as they calculate the current state xi given its past x<i.

Number of Parameters
We have:

p(x) = p(x1)p(x2|x<2) . . . p(xn|x<n)

p(x) =

#p=1︷ ︸︸ ︷
Ber(x1|σ(b1))

#p=2︷ ︸︸ ︷
Ber(x2|σ(b2 + wT

2 x<2)) . . .

#p=n︷ ︸︸ ︷
Ber(xn|σ(bn +wT

nx<n))

Thus
#Parameters for Pθ: 1 + 2 + 3 + . . .+ n = n(n+1)

2 .
θ = {b1, b2, w2, . . . , bn,wn}
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Subsection 2

Distance Metric
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Model Likelihood Estimation

Model Likelihood Estimation
We are interested in solving the following problem:

θ⋆ = argmax
θ

Ex∼pdata
[log pθ(x)]

Solution via Monte Carlo Estimate
Using Monte Carlo estimate we have:

Ex∼pdata
[log pθ(x)] ≃

1

|D|
N∑

i=1

log pθ(xi)

Thus:

θ⋆ = argmax
θ

1

|D|
N∑

i=1

log pθ(xi)
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Last Piece of the Puzzle

Calculating pθ(xi)

Assume x ∈ R2 and our model is:

p(x) = Ber(x1|σ(b1)) Ber(x2|σ(b2 + w2 × x1))

To compute the probability xi = [1, 0]T w have:

p(xi =

[
1
0

]
) = Ber(x1 = 1|σ(b1)) Ber(x2 = 0|σ(b2 + w2 × 1))

= σ(b1)× [1− σ(b2 + w2 × 1)]
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Subsection 3

Sampling
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Sampling

Sampling
Assume x ∈ R2 and our trained model is (trained parameters are: θ⋆ =
{b⋆1, b⋆2, w⋆

2}):

p(x) = Ber(x1|σ(b⋆1)) Ber(x2|σ(b⋆2 + w⋆
2 × x1))

To sample we do:

x̂1 ← Sample
(
Ber(x1|σ(b⋆1))

)

x̂2 ← Sample
(
Ber(x2|σ(b⋆2 + w⋆

2 × x̂1))
)

The generated sample is: x̂ = [x̂1, x̂2]
T
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Subsection 4

Application
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FVSBN Learning Deep Sigmoid Belief Networks with Data Augmentation

 

Figure 4: Performance on the Caltech 101 Silhouettes dataset. (Left) Training data. (Middle) Averaged synthesized
samples. (Right) Learned features at the bottom layer.
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Figure 5: Average variational lower bound obtained from
the SBN 200 − 200 model on the Caltech 101 Silhouettes
dataset.

the trained model; different shapes are synthesized and
appear visually good.

5.4 OCR letters dataset

The OCR letters dataset contains 16× 8 binary pixel
images of 26 letters in the English alphabet. The
dataset is split into 42, 152 training and 10, 000 test
examples. Results are reported in Table 3. The pro-
posed ARSBN with K = 200 hidden units achieves a
lower bound of −37.97. The state-of-the-art here is a
DBM with 2000 hidden units in each layer (Salakhut-
dinov and Larochelle, 2010). Our model gives results
that are only marginally worse using a network with
100 times fewer connections.

Table 3: Log probability of test data on OCR letters
dataset. “Dim” represents the number of hidden units in
each layer, starting with the bottom one. (∗) taken from
Salakhutdinov and Larochelle (2010).

Model Dim Test log-prob.
SBN (online VB) 200 −48.71
SBN (VB) 200 −48.20
SBN (VB) 200 − 200 −47.84
FVSBN (VB) − −39.71
ARSBN (VB) 200 −37.97
ARSBN (VB) 200 − 200 −38.56
SBN (Gibbs) 200 −40.95
DBM∗ 2000 − 2000 −34.24

6 Discussion and future work

A simple and efficient Gibbs sampling algorithm and
mean field variational Bayes approximation are devel-
oped for learning and inference of model parameters
in the sigmoid belief networks. This has been imple-
mented in a novel way by introducing auxiliary Pólya-
Gamma variables. Several encouraging experimental
results have been presented, enhancing the idea that
the deep learning problem can be efficiently tackled in
a fully Bayesian framework.

While this work has focused on binary observations,
one can model real-valued data by building latent bi-
nary hierarchies as employed here, and touching the
data at the bottom layer by a real-valued mapping, as
has been done in related RBM models (Salakhutdinov
et al., 2013). Furthermore, the logistic link function is
typically utilized in the deep learning literature. The
probit function and the rectified linearity are also con-
sidered in the nonlinear Gaussian belief network (Frey
and Hinton, 1999). Under the Bayesian framework,
by using data augmentation (Polson et al., 2011), the
max-margin link could be utilized to model the non-
linearities between layers when training a deep model.

275

(a) Dataset samples

Learning Deep Sigmoid Belief Networks with Data Augmentation

 

Figure 4: Performance on the Caltech 101 Silhouettes dataset. (Left) Training data. (Middle) Averaged synthesized
samples. (Right) Learned features at the bottom layer.
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Figure 5: Average variational lower bound obtained from
the SBN 200 − 200 model on the Caltech 101 Silhouettes
dataset.

the trained model; different shapes are synthesized and
appear visually good.

5.4 OCR letters dataset

The OCR letters dataset contains 16× 8 binary pixel
images of 26 letters in the English alphabet. The
dataset is split into 42, 152 training and 10, 000 test
examples. Results are reported in Table 3. The pro-
posed ARSBN with K = 200 hidden units achieves a
lower bound of −37.97. The state-of-the-art here is a
DBM with 2000 hidden units in each layer (Salakhut-
dinov and Larochelle, 2010). Our model gives results
that are only marginally worse using a network with
100 times fewer connections.

Table 3: Log probability of test data on OCR letters
dataset. “Dim” represents the number of hidden units in
each layer, starting with the bottom one. (∗) taken from
Salakhutdinov and Larochelle (2010).

Model Dim Test log-prob.
SBN (online VB) 200 −48.71
SBN (VB) 200 −48.20
SBN (VB) 200 − 200 −47.84
FVSBN (VB) − −39.71
ARSBN (VB) 200 −37.97
ARSBN (VB) 200 − 200 −38.56
SBN (Gibbs) 200 −40.95
DBM∗ 2000 − 2000 −34.24

6 Discussion and future work

A simple and efficient Gibbs sampling algorithm and
mean field variational Bayes approximation are devel-
oped for learning and inference of model parameters
in the sigmoid belief networks. This has been imple-
mented in a novel way by introducing auxiliary Pólya-
Gamma variables. Several encouraging experimental
results have been presented, enhancing the idea that
the deep learning problem can be efficiently tackled in
a fully Bayesian framework.

While this work has focused on binary observations,
one can model real-valued data by building latent bi-
nary hierarchies as employed here, and touching the
data at the bottom layer by a real-valued mapping, as
has been done in related RBM models (Salakhutdinov
et al., 2013). Furthermore, the logistic link function is
typically utilized in the deep learning literature. The
probit function and the rectified linearity are also con-
sidered in the nonlinear Gaussian belief network (Frey
and Hinton, 1999). Under the Bayesian framework,
by using data augmentation (Polson et al., 2011), the
max-margin link could be utilized to model the non-
linearities between layers when training a deep model.
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(b) Generated samples

Figure: FVSBN performance over Caltech 101 dataset [7]
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Section 5

Latent Variable Models with Likelihood Training
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Evidence Lower Bound (ELBO)

ELBO
ELBO is a tractable lower bound to data log-likelihood as:

ELBO(xk) ≤ log pθ(xk)

Thus the following problem can be replaced for generative modeling:

θ⋆ = argmax
θ

1

K

K∑

k=1

ELBO(xk)

Models Using ELBO
Variational AutoEncoder
Diffusion probabilistic models
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Change-of-Variable Technique

Change-of-Variable Technique
Consider the following two assumptions:

z ∼ N (0, I), z ∈ RD

x = fθ(z) where f(·) : Rd → Rd is a nonlinear invertible function
implemented by a DNN

Then pθ(xi) can be calculated analytically using change-of-variable technique.

Models Using Change-of-Variable Technique
Normalizing Flow
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Section 6

Summary
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Summary

Model Density Sampling Training Latent Architecture

Autoregressive Exact Slow MLE⋆ - RNN/Transformer

GAN - Fast JSD⋆⋆ RL Generator/Discriminator

VAE Lower Bound Fast ELBO RL Encoder/Decoder

Normalizing Flow Exact Slow/Fast MLE RD Invertible

Diffusion Lower Bound Slow ELBO RD Encoder/Decoder

*Maximum Likelihood Estimation
**Jenson-Shanon Divergence

Table: Summary of Deep Generative Models
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