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Feature Scaling

● The range of values of raw training data often varies widely

● In machine learning algorithms, the functions involved in the optimization process are 

sensitive to normalization

● For example: Distance between two points by the Euclidean distance. If one of the features has a 

broad range of values, the distance will be governed by this particular feature. 

● After, normalization, each feature contributes approximately proportionately to the final distance.

● In general, Gradient descent converges much faster with feature scaling than without it.

● Normalization ensures numerical stability which lets you use higher learning rates.



Normalization Techniques

Two methods are usually used for rescaling or normalizing data:

● Scaling data all numeric variables to the range [0,1]. One possible formula is given below:

● To have zero mean and unit variance:

● In the NN community this is called Whitening



Batch Normalization

● Batch Normalization (BN) is a normalization method/layer for neural networks.

● Usually inputs to neural networks are normalized to either the range of [0, 1] 
or [-1, 1] or to mean=0 and variance=1

● BN essentially performs Whitening to the intermediate layers of the networks.



Why Batch Normalization is good?

● BN reduces Covariate Shift. That is the change in distribution of activation of a component. 
By using BN, each neuron's activation becomes (more or less) a Gaussian distribution.

● Covariate Shift is undesirable, because the later layers have to keep adapting to the change 
of the type of distribution.

● BN reduces effects of exploding and vanishing gradients, because every becomes roughly 
normal distributed. Without BN, low activations of one layer can lead to lower activations in 
the next layer, and then even lower ones in the next layer and so on.



The BN transformation is scalar invariant

● Batch Normalization also makes training more resilient to the parameter scale. 
● Normally, large learning rates may increase the scale of layer parameters, which then amplify 

the gradient during backpropagation and lead to the model explosion
● However, with Batch Normalization, backpropagation through a layer is unaffected by the 

scale of its parameters. Indeed, for a scalar a,



Batch normalization: Other benefits in practice

● BN reduces training times. (Because of less Covariate Shift, less exploding/vanishing 
gradients.)

● BN reduces demand for regularization, e.g. dropout or L2 norm. 
● Because the means and variances are calculated over batches and therefore every normalized 

value depends on the current batch. I.e. the network can no longer just memorize values and their 
correct answers.)

● BN allows higher learning rates. (Because of less danger of exploding/vanishing gradients.)
● BN enables training with saturating nonlinearities in deep networks, e.g. sigmoid. (Because 

the normalization prevents them from getting stuck in saturating ranges, e.g. very high/low 
values for sigmoid.)

● Less sensitive to careful initialization



Batch normalization: Better accuracy , faster.



How Batch Normalization is added



Delve into details

Batch Normalization
Instead of whitening, normalize each scalar element individually:



Forward Pass



Backward Pass

Inputs:                and all things cached in forward pass (                ,...)

Output: 
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Backward Pass : Summary
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