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Overview of the next two lectures

e : e scikit-image
Digitizing an image QY P sinon o)

Download  Gallery Documentztion Community Guidelines ) Source Search documentation ...

Image prOceSSI ng Stable (release notes) |mage processing in Python

0.18.1 - December

° — m p | . | m p " g 2020 scikit-image is a collection of algorithms for image processing. It is available free of
—Xa e " rOV| n CO ntraSt charge and free of restriction. We pride ourselves on high-quality, peer-reviewed
© Download code, written by an active community of volunteers.

Convolution and filtering Py
e Mathematical model

. . opencv-python 4.5.1.48 o i
* Implementation details

pip install opencv-python Ik Released: Jan 2, 2021

A p p I I C at I O n S PyTorch Get Started Ecosystem Mobile  Blog  Tutorials Docs v Resources v GitHuh  Q

» Denoising FROM
* Sharpening RESEARCH TO
» Edge detection PRODUCTION

An oper source machine |eaming framework that accelerates the path rom
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Image formation
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Pre-digitization image

What is an image before you digitize it?
» Continuous range of wavelengths

» 2-dimensional extent
» Continuous range of power at each point
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Brightness images

To simplify, consider only a brightness image
» Two-dimensional (continuous range of locations)
» Continuous range of brightness values

This is equivalent to a two-dimensional function over a plane
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An image as a surface
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Discretization

Sampling strategies
» Spatial sampling
* How many pixels?
* What arrangement of pixels”
» Brightness sampling
* How many brightness values?
e Spacing of brightness values?
» For video, also the question of time sampling.
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Signhal quantization

Goal: determine a mapping from a continuous signal (e.g. analog video signal) to one of K
discrete (digital) levels.

I(x,y) = .1583 volts I ’

M \,/\\FJ !
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Quantization

l(X,y) = continuous signal: 0 =l =M
Want to quantize to K values 0,1,....K-1
K usually chosen to be a power of 2:

K: #Levels #Bits
2 1
4
3
16
32
oy!
128
256

O N OO |OT|H~ WM

Mapping from input signal to output signal is to be determined.
Several types of mappings: uniform, logarithmic, etc.
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Choice of K

Original

Linear Ramp

COMPSCI 370

K=16
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Choice of K

COMPSCI 370

K=4 (each color)
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Choice of the function: uniform

Uniform sampling divides the signal range [0-M] into K equal-sized intervals.
The integers 0,...K-1 are assigned to these intervals.

All signal values within an interval are represented by the associated integer value.
Defines a mapping:

Quantization Level

Signal Value
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Logarithmic quantization

Signal is: log I(x,y)

Effect is: A
T i
§ ) ) /
S -
§ A
c 2 /
S 1|/
C
0 -
q M
Signal Value

Detail enhanced in the low signal values at expense of detail in high signal values.
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Logarithmic quantization

Quantization Curve

Channel:| RGB
OK

Cancel
load...

Save...

4

Input: [lT]
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Color displays

Given a 24 bit color image (8 bits for R, G, B)
» Turn on 3 subpixels with power proportional to

3 values
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https://en.wikipedia.org/wiki/File:Pixel_geometry_01_Pengo.jpg

“White” text on color display

IIIJ lll'

.
PR A e ey P
'lon. nnl I | | ' ] 'nu‘
“raee .nn' Yol e

http://en.wikipedia.org/wiki/Subpixel_rendering
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http://en.wikipedia.org/wiki/Subpixel_rendering

Lookup tables

8 bit image: 256 different values.

Simplest way to display: map each number to a gray value:
» 0 - (0.0, 0.0, 0.0) or (0,0,0)

» 1 - (0.0039, 0.0039, 0.0039) or (1,1,1)

» 2 (0.0078, 0.0078, 0.0078) or (2,2,2)

» 255 > (1.0, 1.0, 1.0) or (255,255,255)
This is called a grayscale mapping.
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Color to gray and colormaps

File Edit Options Buffers Tools Python Help

from skimage import 10
tmport matplotlib.pyplot as plt

1m = 10.1mread( 'mnms. jpeg');
plt.figure(l);
plt.imshow(im)

gray = im[:,:,0]1*0.3 + im[:,:,1]*0.6 + im[:,:,2]*0.1;
plt.figure(2);

plt.imshow(gray, cmap='gray')
plt.show()

0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400

R:G:B::0.3:06:0.1
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Non-gray lookup tables

We can also use other mappings:
» 0= (17, 25, 89)

» 1> (45, 32, 200)

> ...

» 255 = (233,1,4)

These are called lookup tables.
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More color
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Enhancing images

What can we do to “enhance” an image after it has already been digitized?
» We can make the information that is there easier to visualize.
» We can guess at data that is not there, but we cannot be sure, in general.

Increasing the contrast Removing motion blur
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Contrast enhancement

Two methods:
» Normalize the data (non-linear mapping, contrast stretching)
» Transtorm the data (histogram equalization)
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Logarithmic quantization

Quantization Curve

Channel:| RGB
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Cancel
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Contrast stretching

COMPSCI 370

Af
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map this to 255
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Contrast stretching

Basic idea: scale the brightness range of the image to occupy the full range of values

I — min([])
I < floor (max([) ~mnin(7) X 255)

N

map thisto O map this to 255

Question: When is contrast stretching not effective?
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Histogram equalization

50 100 150 200 250

Remap data to create a uniform distribution
Why Is this good”
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https://en.wikipedia.org/wiki/Histogram_equalization

Cumulative distribution function

pdf(v) = #pixels with value = v Probability density function (aka histogram)

cdf(v) = #pixels with value <=v  Cumulative distribution function

cdf

odf

| | |
0 50 100 150 200 250
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Histogram equalization ...

What happens to the edf after equalization”
What value should pixels=v be mapped to”

Cdf(v) T Cdfm:i.n
(A{[ X N) o Cdfm-i.n

h(o) = round ( <(L-1)

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25

M x N pixels
L levels
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iSing

How can we reduce noise in a photograph?

Deno

30
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Moving average

Let’s replace each pixel with a weighted average of its neighborhood
The weights are called the filter kernel
Weights for the average of a 3x3 neighborhood

"box filter”
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Source: D. Lowe
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Filtering

Let f be the image and g be the kernel. The output of filtering f with g denoted f *g is given by:

(f % g)[m,n] me+k n+ 1glk, 1

JQ

O
-

Filtering computes the correlation between the g and f at each location
Convolution is filtering with a flipped g (by notation)

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: F. Durand
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Filtering: multi-channel case

Let f be the image and g be the kernel. The output of filtering f with g denoted f *g is given by:

COMPSCI 370

(fxg)lm,n] =) flm+kn+1cglkl

g |

multi-channel

k,l,c

g |

multi-channel
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Key properties

Linearity: filter(f, + ) = filter(f;) + filter(%)
Shift invariance: same behavior regardless of pixel location: filter(shift(f)) = shift(filter(f))
Theoretical result: any linear shift-invariant operator can be represented as a convolution

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Properties in more detall

Commutative:a* b=b" a

¢ Conceptually no difference between ftilter and signal
Associative:a* (b*c)=(a”*b) *c

o Often apply several filters one after another: (((a * by) * by) * b3)
¢ This is equivalent to applying one filter: a * (by * by * b3)
Distributes over addition: a* (b+c¢)=(a@a* b) + (a* ¢)

Scalars factorout: ka *b=a *kb=k(a™ b)

ldentity: unit impulse e=[...,0,0,1,0,0, ...], a*e=a
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35



Annoying details

What is the size of the output?

Python: scipy.ndimage.correlate / convolve

- Shape = ‘full’: output size is sum of sizes of f and g

+ Shape = ‘'same’: output size is same as f

- Shape = ‘valid’: output size is difference of sizes of f and g

Same

g

g

COMPSCI 370

g
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Annoying details

What about near the edge?
e the filter window falls off the edge of the image
* need to extrapolate

 methods:
» clip filter (black) — correlate(f, g, mode="constant’, cval=0.0)
* wrap around — correlate(f, g, mode="wrap’)
* copy edge — correlate(f, g, mode="nearest’)
» reflect across edge — correlate (f, g, mode="reflect’)

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: S. Marschner



Practice with linear filters

0/0]0
0/1]0
0/0]0

Original
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Source: D. Lowe
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Practice with linear filters

Original
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Filtered
(no change)

Source: D. Lowe
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Practice with linear filters

0/0]0
00| 1
0/0]0

Original
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Source: D. Lowe
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Practice with linear filters

-
-
—

Original

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25

Shifted left
By 1 pixel

Source: D. Lowe
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Practice with linear filters

11111
1
9 111 1
111 1

Original
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Source: D. Lowe
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Practice with linear filters

11111
1
9 111 1
111 1

Original
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Blur (with a
box filter)

Source: D. Lowe
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Practice with linear filters

01010 17111
0 20| = 1[1/1/1 ‘)

O )
0 00 11111

(Note that filter sums to 1)

Original

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: D. Lowe 44



Practice with linear filters

-
-

OO

ON

ellele
_

Original

Sharpening filter: accentuates di

O| =
— | — —
—
—

ferences with local average
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Sharpening

COMPSCI 370

before after
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Source: D. Lowe
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Smoothing with box filter revisited

What’s wrong with this picture?
What’s the solution?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25

Source: D. Forsyth
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Smoothing with box filter revisited

What’s wrong with this picture?

What’s the solution?

* To eliminate edge eftects, weight contribution of neighborhood pixels according to their
closeness to the center

“fuzzy blob”
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(Gaussian kernel

Constant factor at front makes volume sum to 1 (can be ignored when computing the filter
values, as we should renormalize weights to sum to 1 in any case)

0.003 0.013 0.022 0.013 0.003
0.013 0.059 0.097 0.059 0.013
0.022 0.097 0.159 0.097 0.022
0.013 0.059 0.097 0.059 0.013
0.003 0.013 0.022 0.013 0.003

5x5 0=1

o 1 (:v2+é7;2)
p— € 20
4 2o 2

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25

Source: C. Rasmussen



(Gaussian kernel

Standard deviation o: determines extent of smoothing

0 0 0 0

o =2 with 30 x 30 o = 5 with 30 x 30
kernel kernel
1 (22 +y?)
(; g = ¢ 202
2o 2
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Source: K. Grauman
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Choosing kernel width

The Gaussian function has infinite support, but discrete filters use finite kernels

» 5
:

Lo T + - I + (I "SI )
-
4

10

c= owith 10x10 kernel G = 5 with 30x30 keme|l

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: K. Grauman
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Rule of thumb: set filter half-width to about 3o

Effectof o
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(Gaussian filters

Remove high-frequency components from the image (low-pass filter)

Convolution with self is another Gaussian
e SO can smooth with small-o kernel, repeat, and get same result as larger-o kernel would have

* Convolving two times with Gaussian kernel with std. dev. a
IS same as convolving once with kernel with std. dev. o2

Separable kernel

* Factors into product of two 1D Gaussians
 Discrete example:

1 2 1]

SR NG -
\O B L\
SR N TS
|
)

scipy.ndimage.gaussian_filter(/input, sigma, order=0, output=None, mode='reflect, cval=0.0, truncate=4.0)
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Separability of the Gaussian filter

X% 4+ y?
G,(x,y) = 1 ex 20°
el 2102 i
' X2 1 }’2
> >
— exp 20 exp 20
( 27O P ) 2T P

The 2D Gaussian can be expressed as the product of two
functions, one a function of x and the other a function of y

In this case, the two functions are the (identical) 1D Gaussian

Source: D. Lowe
COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Why Is separability useful?

Separability means that a 2D convolution can be reduced to two 1D convolutions (one among
rows and one among columns)

What is the complexity of filtering an nxn image with an mxm kernel?
o O(nZ m2)
What if the kernel is separable?

e O(NZ2m)

Question: Is the box filter separable?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Types of noise

Salt and pepper noise: contains random
occurrences of black and white pixels

Impulse noise: contains random occurrences of
white pixels

Gaussian noise: variations in intensity drawn from a
Gaussian normal distribution

Impulse noise Gaussian noise Source: S. Seitz

COMPSCI 370

Subhransu Maji — UMass Amherst, Spring 25
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(aussian noise

Mathematical model: sum of many independent factors
Good for small standard deviations
Assumption: independent, zero-mean noise

COMPSCI 370

Image
Noise

Ide_a' Image  Noise process Gaussian i.i.d. (“white" ) noise:
f(z,y) = f(z,y) + n(z,y) n(z,y) ~ N(u, o)

Source: M. Hebert
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Reducing Gaussian noise

0=0.2

noise ¢=0.05

ol '-l.] .._=| Lzl .
: h = smoothing

........
llllll

. . . o
. . . o

Smoothing with larger standard deviations suppresses noise, but

also blurs the image
COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Reducing salt-and-pepper noise

What's wrong with the results?

Gaussian smoothing with increasing standard deviation

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Alternative idea: Median filtering

A median filter operates over a window by selecting the median intensity in the window

l Sort
Median value

10 15 20 23 30 31 33 90

10]15]20 I Replace
27|27
3130

'JJ

o2 | D

'JJ

Question: is median filtering linear?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: K. Grauman
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Median filter

What advantage does median filtering have over Gaussian filtering?

filters have width 5 :

Robustness to outliers ---t-----+ -
INPUT
T EEEEERENENR .o DVIIZDIJ\I\
Saes T ". N'EAN

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25

Source: K. Grauman
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Median filter

Salt-and-pepper noise Median filtered

-——

wge o L | ‘.
. - X v - . ' .
e Al . . PR
~ “» -~ K . \ o of
e, vy J ' .
LA B ' -

<0

= : | M
A' W .' -4 K \Wﬁ'\
auna R B etk

0 100 20 300 00 < 810 o

scipy.ndimage.median_filter(input, size=None, footprint=None, output=None, mode="reflect’, cval=0.0, origin=0)
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Sharpening

COMPSCI 370

before after

Subhransu Maji — UMass Amherst, Spring 25

Source: D. Lowe
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Sharpening

What does blurring take away?

COMPSCI 370

3

Subhransu Maji — UMass Amherst, Spring 25
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Sharpening filter

COMPSCI 370

I = blurry(I) 4+ sharp([l) sharp(l) = I — blurry([I)
=Il*xe—1xg,
=Ix(e—g,)

unit impulse

Gaussian

Subhransu Maji — UMass Amherst, Spring 25

Laplacian of Gaussian
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Hybrid Images

A. Oliva, A. Torralba, P.G. Schyns, “Hybrid Images,” SIGGRAPH 2006

Gaussian Filter

Laplacian Filter

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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http://cvcl.mit.edu/hybridimage.htm
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Changing expression

Surprised

¢
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motorcycle and bicycle © 2006 Antonio Torralba and Aude Oliva



© 2006 Antonio Torralba and Aude Oliva
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Edge detection

COMPSCI 370

Winter in Krakow photographed by Marcin Ryczek

Subhransu Maji — UMass Amherst, Spring 25
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http://www.likecool.com/Winter_in_Krak_w_photographed_by_Marcin_Ryczek--Pic--Gear.html
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Edge detection

Goal: Identify sudden changes (discontinuities) in an
iImage

* Intuitively, most semantic and shape information from the
image can be encoded in the edges

 More compact than pixels

Ideal: artist’s line drawing (but artist is also using
object-level knowledge)

Attneave's Cat (195

Source: D. Lowe
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Origin of edges

Edges are caused by a variety of factors:

- surface normal discontinuity

depth discontinuity

surface color discontinuity

illumination discontinuity

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: Steve Seitz 72



Edge detection

An edge is a place of rapid change in the image intensity function

COMPSCI 370

image

intensity function
(along horizontal scanline)

Subhransu Maji — UMass Amherst, Spring 25

first derivative

edges correspond to
extrema of derivative
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One dimensional derivatives

From Calc101

A
y = f(x) Gradient m = A—i
_fle+h)—flz)  fle+h)— f(z)
T =— —
(x+h)—x h
f(x+h) [-----mmmmm e '
secant\l\i\l\l\e '
[£9] R :
; R Ax

https://en.wikipedia.org/wiki/Derivative
COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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https://en.wikipedia.org/wiki/Derivative

Two dimensional derivatives

For 2D function f(x), one can compute a derivative for each direction v

Vyf(x) = lim fx+hv) - f(x)

hr— h

Directional derivatives of the function along the axes are called partial derivatives.
For example the partial derivative with respect to x Is:

o (5y) . f+e, )= f(x5,)

0X e —0 €
Source: K. Grauman

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 75




Partial derivatives with convolutions

For 2D function f(x,y), the partial derivative is:

o (5y) o f+e, )= f(x5,)

0x e —0 €
For discrete data, we can approximate using finite differences:

af(xay) . f(x'l'lay)_f(xay)
0X 1

Question: To implement the above as correlation, what would be the associated filter?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: K. Grauman
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Partial derivatives of an image

Which one shows changes with respect to x?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Image gradient

The gradient of an image: YV f — af Jdf

vr=[0.3]
The gradient points in the direction of most rapid increase in intensity

How does this direction relate to the direction of the edge? — they are orthogonal

The gradient direction is given by 6 = tan—1 (6](/@)

The gradient strength is given by the magnitude ||V f|| = \/( gi) + ( )

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25 Source: Steve Seitz 78



Partial derivatives of an image

Which one shows changes with respect to x?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Edge detection in Python

File Edit Options Buffers Tools Python Help
lmport numpy as np

Lmport scipy.ndimage as ndi _
import matplotlib.pyplot as plt Checkerboard image Gradient along x

from skimage import data

25
= data.checkerboard()
50
# Filters along x and y
fx = np.arrayC[[-1, @, 11, [-1, @, 11, [-1, @, 111D 75
fy = fx. transpose() 100
# Apply filters and compute magnitude 125
gx = ndi.correlate(im, fx)
gy = ndi.correlate(im, fy) 150
mag = np.sqrtCnhp.maximum(gx**2 + gy**2, @)) 175
# Optionally convert this to a 08-255 image for display
mag = np.uint8(mag/mag.max()*255) 0 >0 100 150
Gradient along y
0 0
# Visualize outputs
plt.subplot(Z,2,1) = 23
plt.imshow(im, cmap="gray') 50 50
plt.title('Checkerboard image')
75 75
plt.subplot(2,2,2)
plt.imshow(gx, cmap="gray"') 100 100
plt.title('Gradient along x') 125 125
plt.subplot(2,2,3) 150 150
plt.imshow(gy, cmap="gray')
plt.title('Gradient along y') 175 175
plt.subplot(2,2,4) 0 50 100 150

plt.imshow(mag, cmap="gray')
plt.title('Gradient magnitude') .
COMPSCI 370 p1t. show( Maji — |



Edge detection example

edge magnitude

[—1 0 +1 -] =1 -1
Gy=|-1 0 +1|*A and Gy,=|0 0 0 ]=xA
—-1 0 +1 +1 41 41

https://en.wikipedia.org/wiki/Prewitt operator

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Effects of noise

Consider a single row or column of the image

fayl

0 200 400 600 800 1000 1200 1400 1600 1800 2000

! | ! ! . ' ! |

L f ()

| ] | | ] | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Where Is the edge?

. _ Source: S. Seitz
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Solution: smooth first

~
Signal

800 1000 1200 1400 1600 1800 2000

oQ
Kernel

f*g

Convolution

d
_ sk g
. (f *g) 3 “
§ 0 200 400 600 800 1000 1200 1400 1600 1800 2000
» To find edges, look for peaks in i(f*g)

COMPSCI 370

dx
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Smooth derivative filters

Differentiation is convolution, and convolution Is associative:
d d
—(f*g)=f*—¢
| | dx dx
This saves us one operation:

Sigma = 50
|

...................................................

| | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

..............................................................................................

| | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000

w
0Q
Convolution

O | | 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

. _ Source: S. Seitz
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Derivative of Gaussian filters

0.15

x-direction y—d'i rection

1) Which one finds horizontal edges?
2) Are these filters separable?

COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Scale of Gaussian derivative filter

1 pixel 3 pixels [ pixels

Smoothed derivative removes noise, but blurs edge. Also finds edges at different “scales”

Source: D. Forsyth
COMPSCI 370 Subhransu Maji — UMass Amherst, Spring 25
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Smoothing and derivative filters

Smoothing filters

e (Gaussian: remove “high-frequency” components;
‘low-pass” filter

« (Can the values of a smoothing filter be negative?

 What should the values sum to?
 One: constant regions are not affected by the filter

Derivative filters
 Derivatives of Gaussian
 (Can the values of a derivative filter be negative?

 \What should the values sum to?
e Zero: no response in constant regions

* High absolute value at points of high contrast
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